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Abstract. Diseases of eye have the potential to cause blindness in the sufferers. There have been 

many kinds of diseases those exist in the eyes of human like Myopia, Diabetic Retinopathy, Hy-

permetropia and so on.Fundus images help doctor to see the amount of eye infected due to dia-

betes and indicate the suitable prescription whether an immediate action is required or nothing to 

worry.The research is carried to identify what stage is the diabetes infection of the eye, based on 

the stage of danger the patient can be informed the further proceedings in the treatment. It helps 

the doctor to easily identify the disease stage of the patient and proceed with the treatment pro-

cess.This classification model is implemented on ESRGAN enhanced retinal fundus images 

which makes the process simple by increasing the quality of DR images. It can be further used 

to classify the kinds of diseases in the human eye and also the stages of DR. 

 

Keywords: Image processing, Image Acquisition, ESRGAN ,Neural networks, Activation 

Function and Pooling Layers, Diabetic Retinopathy. 

1 Introduction 

Diabetic retinopathy is a primary reason why permanent visual reduction in this age individuals 

(20–65). Approximately one out of every three diabetics have some degree of DR, and one in ten 

will progress the illness to the point that it threatens their vision. According to the Worldwide 

Organization for the Initiative to Prevent Blindness projections, 45 M persons experienced vi-

sion-threatening DR in 2021, out of 145 million people with DR in general. An abrupt increase 

in diabetes can be used to predict an increasing burden of DR. It is crucial to identify and treat 

DR as soon as possible. Fundus fluorescein angiography, optical coherence tomography, and 

retinal fundus photography are prominent diagnostic techniques for diabetic retina (DR).  

Given that DR predominantly impacts the retinal vessels, FFA is essential in recognizing malig-

nant alterations like vascular leakage, non-perfusion regions, & some tiny aneurysms that are 

missed by other approaches. The components of the neuroglia in DR are NPAs with compromised 

structure and function. Prior to the usual and successful treatment for DR, laser photocoagulation,  
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FFA is required to detect NP and retinal neuro-vascularization. Nevertheless, the accuracy of the 

manual method of DR lesion detection relies on the experience of the specialists and is a time-

consuming process. The progress in artificial intelligence (AI) for medical picture interpretation 

has caused the creation of many autonomous diagnosis algorithm. 2004 saw Zhang & co. made 

an effort to use machine learning to categorize and recognize exudates and woolly cotton patches 

in color fundus images. Since deep learning became widely available and demonstrated high 

performance in various medical domains such as skin cancer, cardiovascular disease risk predic-

tion, lung cancer detection, and breast cancer histopathology analysis, there has been a great deal 

of interest in applying DL to support DR diagnosis worldwide.  

 

Researchers demonstrated that a deep learning system could detect referable DR on the APTOS 

data set, where each training sample is linked to multiple labels because a sample can be de-

scribed in more than one way, possessing a 0.980 region beneath the operating characteristic 

curve of the receiver and sensibility & specificity of 87.0% & 96.8% respectively. To detect DR 

lesions and blindness, we created a ML-MC classification system based on deep learning of 

ESRGAN -enhanced retinal fundus pictures. 

 

Researchers demonstrated that a deep learning system could detect referable DR on the APTOS 

data set, where each training sample is linked to multiple labels because a sample can be de-

scribed in more than one way, with sensitivity and specificity of 87.0% & 96.8% respectively, 

and region beneath the operating characteristic curve of the receiver of 0.980. To detect DR le-

sions and blindness, we created a ML-MC classification system based on deep learning of 

ESRGAN-enhanced retinal fundus pictures. 

—>A Neural Network is developed for MLMC classification. 

—>Collecting a complex dataset of retinal images. 

2 DATASET  

The collection is made up of retinal images that have been Gaussian filtered in order to identify 

diabetic retinopathy. APTOS 2019 Blindness Detection is where you may access the actual da-

taset. To make them compatible with a variety of pre-trained deep-learning models, these photos 

have been scaled to 224 × 224 pixels. Every shot has already been categorized into the correct 

folders according to the degree or stage of diabetic retinopathy using the train.csv file that is 

included. Five directories with corresponding photos can be found here: 

0 - No DR 

1 - Mild 

2 - Moderate 

3 - Severe 

4 - Proliferate DR. 

The collected pictures are enhanced by using an image processing technique GAN. ESRGAN 

made the images more clear by increasing the size and resolution of DR images to a size of 

896x896 ie, quadruple the size of each image.  

No_DR is a stage in blindness where there is no effect of diabetics on the sight of a person, Mild 

is a condition where the patient is in the starting stage of losing sight and has no need to worry. 
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Proliferation is the final stage of human eye blindness which occurs when the diabetic human 

eye is completely lost and is about to loss its ability to sight.  

3 Methodology 

The suggested process for creating a model that applies multi-label and multi-class categorization 

is depicted in the figure 1. Two networks—one for classification and the other for labeling—

make up the model. The data is first split in 2 groups, the train_set and the val_set, with 0.8% 

and 0.2% respectively. Next, the data is cleaned up using appropriate preprocessing techniques, 

and finally, the images are quadrupled from 224x224 to 896x896. The classifier's capacity to 

extract high features and traits is correlated with its prediction power. Scaling and cropping are 

used to enhance the data and increase the training dataset's diversity. Particularly in situations 

where there is a shortage of data, data augmentation assisted in enhancing the model's capacity 

for generalization and lowering overfitting. To improve picture collections for the diagnosis of 

diabetic retinopathy, transfer learning is applied ESR-GAN is the main technique we employ for 

image enhancement.  

 

A. ESR-GAN Architecture: 

 

ESR-GAN's complex architecture enables high capacity and effective training. Figure 

depicts the fundamental building unit, known as the Residual in Residual Dense unit 

(RRDB). A residual structure with dense blocks can be found in RRDB. Within the 

Dense blocks, a further layer of residual learning is incorporated to boost network ca-

pacity without becoming overly complicated. Compared to conventional Dense blocks, 

this novel architecture, known as ESRGAN+, produces images with higher perceptual 

quality by enhancing both feature exploitation and exploration. 

 

B. Generator training objective: 

  

Train the generator network, denoted GθG, to generate high-    resolution and super-

resolution (ISR) images from low resolution (ILR) inputs.  

Loss function: Use a super-resolution specific loss function, referred to as lSR, de-

signed to guide the process of training by quantifying the distinction between the gen-

erated super-resolution images and the corresponding high-resolution ground truths. 

Optimization: Minimize the average loss across a dataset of N pairs of training im-

ages (I LR, I H R), where I HR represents      the corresponding high-resolution 

ground truth. The optimization process involves adjusting the parameters (θG) of the 

generator to increase its ability to accurately reconstruct high-frequency details in su-

per-resolution images. 

 

C. Discriminator training objective:  

 

To train a discriminator network, denoted DθD , to distinguish between generated su-

per-resolution images (ISR) and true high-resolution (IHR) images. 
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Fig. 1. ESRGAN MODEL ARCHITECTURE 

 

Adversary Training: Implement an adversary training strategy that includes an adver-

sary loss term to encourage the generator (GθG) to produce high-resolution photo-

graphs. 

Optimization: Use an alternating optimization process, where the discriminator is opti-

mized to maximize the adverse loss, in order to better discern from both real and pro-

duced images. Additionally, the generator is tuned to minimize adverse losses, resulting 

in the generation of high-resolution images that closely resemble real high-resolution 

images. 

 

D. Data Preprocessing: 

 

The datasets are preprocessed by caching, shuffling, and prefetching to optimize data 

retrieval during training. This improves training performance by reducing data loading 

time. They are cached, randomized, and prefetched using methods like. cache(), .shuf-

fle(), and .prefetch(). Caching keeps a dataset in memory after it is loaded for faster 

access. Shuffling ensures that the order of examples is random to avoid any bias during 

training. Preloading overlays data preprocessing and model execution to improve train-

ing performance. Before feeding the images into the CNN model, they are resized to a 

uniform size and rescaled to a range between 0 and 1. This is achieved using the 

tf.keras. Sequential() model named resize_and_rescale. The layers.Resizing() layer 

resizes images to the specified IMAGE_SIZE. Layers.Rescaling() scales the pixel val-

ues by dividing them by 255.0 so that they are in the range [0, 1]. 

 

E. Data Augmentation: 

Data_augmentation is a different tf. keras. Sequential() model that is used to design 

data augmentation strategies. By randomly transforming photos, data augmentation 

contributes to the training dataset's increased diversity. This code makes use of two 

extension techniques: 

        • strata.Images are randomly flipped both horizontally and vertically with 
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RandomFlip("horizontal_and_vertical").  

         • strata. Images can be rotated randomly up to 20 degrees with Random Rota-

tion(0.2).  

 

Overall, these data preprocessing steps and data augmentation ensure that the dataset 

is properly formatted, partitioned, and augmented to facilitate efficient training of the 

CNN model. Preprocessing steps also help improve model generalization and perfor-

mance. 

 

The convolutional layers are used for feature extraction. These layers detect patterns 

in input images using convolutions with learnable filters. Max-pooling layers are 

used to resample feature maps obtained from convolutional layers, reducing computa-

tional complexity and focusing on the most important features. Dense (fully con-

nected) Layers are employed in classification.These layers take the extracted ele-

ments and map them to output classes. 

 

F. Convolution Layers Algorithm: 

 

Convolutional Neural Networks(CNN) for Prediction: 

 

This study employs Convolutional Neural Networks (CNNs), shown in figure 2,  as the 

operational framework for disease prediction using DR images. It incorporates multiple 

convolutional layers and pooling layers, alongside a singular fully connected layer, to 

train the image dataset. The process involves several steps: 

 

• Initially, the Sequential model is initialized, enabling the sequential addition 

of layers. 

• Conv2D layers are added to capture features from input images. Key param-

eters like filter size, activation function ('relu'), and stride are defined.  

• MaxPooling2D layers are inserted after some Conv2D layers to down sample 

the data and manage model complexity.  

• Following the convolutional and pooling layers, a Flatten layer is introduced 

to reshape the data into a one-dimensional array. Dense layers are employed 

for classification tasks, utilizing the extracted features. The final Dense layer 

utilizes 'softmax' activation to produce class probabilities for accurate classi-

fication[12].  

• During compilation, the model is configured with the 'Adam' optimizer and 

employs the 'categorical cross-entropy' loss function. Additional evaluation 

metrics are designated to evaluate the model's performance throughout the 

training phase. 

• Training the model with the fit() method involves learning from the training 

data generator (train_gen) and validating using the validation data generator 

(val_gen).  

• Parameters like steps_per_epoch and validation_steps are set to control the 

number of batches processed during each epoch for training and validation, 

respectively. 
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Convolutional layers are in charge of taking input images and extracting their fea-

tures. With 32 3x3 filters, the Conv2D employs the ReLU activation function. Max-

Pooling2D that lowers a spatial dimensions of feature maps comes next. Two more 

sets of max-pooling (MaxPooling2D) and convolution (Conv2D) layers follow the 

first layers. ReLU activation function and 64 3x3 filters are used in the second and 

third Con2D layers. Each Con2D layer is complied with a MaxPooling2D layer to-

wards resample on maps with feature. 

The formula for the convolution operation at one spatial position is: 

 

𝑧𝑖𝑗 = ∑
𝑚=0

𝐹

∑
𝑛=0

𝐹

𝑥(𝑖+𝑚)(𝑗+𝑛) ⋅ 𝑤𝑚𝑛 + 𝑏 

 

Softmax activation is used in the last dense layer for multi-class classification. The 

formula for the softmax function for a class I is: 

 

softmax(𝑥𝑖) =
𝑒𝑥𝑖

∑ 𝑒𝑥𝑗𝐶
𝑗=1

 

 

 

 

 Fig. 2. CONVOLUTION NERUAL NETWORK 
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G. Training & validation loss: 

 

The machine learning model's training and validation losses are plotted on a graph over 

multiple epochs in the above figure. One full run through the whole training data set is 

called an epochs. The training is shown by the blue line loss. This row shows how the 

model's functionality on the training data improves over time. We see that the training 

loss drops sharply at the beginning and then flattens out, which is typical when the 

model starts to converge to a solution.  

 

Training and Validation loss shown in figure 3, the orange line represents the loss of 

authentication. This row shows how the model operates on a separate dataset not used 

for training, which can provide insight into how effectively the model extrapolates to 

fresh, untested data.The validation loss initially decreases, but then shows some fluc-

tuations and spikes that could indicate problems such as overfitting or instability in the 

training process. 

 

Fig. 3. TRAINING AND VALIDATION LOSS 

 

H. Training & validation accuracy: 

 
The train accuracy is represented by blue line. The model increasing performance the 

training data set is displayed this row. It is clear that the model performs admirably on 

the train_set of data because the train accuracy quickly approaches 1.0. 
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The correctness of the verification is shown by the orange line. This row provide in-

formation on the model's generalization ability to new, unknown data by displaying its 

performance on a different dataset that was not utilized for training. Along with a rise, 

the validation accuracy eventually falls short of the typical machine learning model's 

training accuracy. 

A graph plotting the train and val accuracy is displayed in figure 4. 

Fig. 4. TRAINING & VALIDATION ACCURACY 

4 Results and Discussions 

The accuracy of the model that we obtained is 84.15%. Google Colab was used to train the 

model with divided data of train=80% and test= 20%. The model that is trained on the improved 

DR pictures by ESRGAN employs random eraser augmentation. The model is trained for over 

500 epochs, but after 200 epochs we reached the desired accuracy and there is no further progress 

in accuracy. Training for the first session took about two hours, and the website provides the 

class output using the Flask framework. Our approach only categorizes DR images according to 

their susceptibility to vision loss and the stage at which it is expected to impact human eyes. The 

accuracy at each label provides information about the model's performance. It is OK to train a 

single network for many labels, but there are numerous issues to resolve.  
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ESR-GAN Output: 

 

Because the loss from each component is passed back to the initial network, model optimization 

is a difficult task in this training. This method has demonstrated a notable improvement in the 

model's accuracy and performance, assisting ophthalmologists in determining the stage of dia-

betic retinopathy. It also streamlines the prescription process and increases the doctors' produc-

tivity by cutting down on the time spent using some older instruments for the classification of 

DR images and its output shown in figure 5. 

 

Fig. 5. ESRGAN Model Output 

 

 
Fig. 6. MCML Output 
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The figure 6  shows the output of the model by predicting to which stage of Diabetic Retinopathy 

the input image belongs. As shown above actual label refers to which stage the input image be-

longs to and the model prediction refers to the output from our model. As the actual label and 

model prediction both are the same our model is working perfectly. 

5 Conclusion 

To sum up, this work introduced a deep learning (ML-FEC) model for automated recognition & 

grouping of various retinal lesions from fundus pictures for five stages of diabetic retinopathy 

(DR). The model is built on a pre-trained CNN framework. According to experimental findings, 

the suggested model offered an accuracy of 84.15%. In comparison with the most recent models, 

our outcomes were superior. These results demonstrated the effectiveness and precision of our 

fundus image analysis technique, allowing for its integration into routine clinical practice and 

bolstered by comprehensive, well-designed screening programs for the early identification of 

DR. Future work will undertake further tests because there aren't many publicly available big 

training fundus datasets with numerous detected lesion labels that facilitate multi-label training. 
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source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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