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Abstract: Accurately predicting the onset of cardiovascular disease is one of the most pressing problems in 

modern medicine. Medical experts devote a great deal of time trying to pin down what's causing this. The goal 

of using several algorithms, including LR, KNN, SVM, GBC, and the GridSearchCVs, is to forecast cardiac 

illness. The optimal strategy for hyperparameter testing is to use GridSearchCV in conjunction with the Extreme 

Gradient Boosting Classifier. We compare these results to those of previous studies that focused on cardiac 

prediction. For the purposes of feature selection and dimensionality reduction, principal component analysis 

(PCA) was employed. In order to obtain early prediction of heart disorders using data mining approaches, a 

number of machine learning classifiers, iterative dichotomization, decision tables, and classification and 

regression trees were utilised. Combination was performed on the log datasets originating from Long Beach, 

Stat, Switzerland, Virginia, and Cleveland. When the Relief and LASSO methods are applied, it becomes 

possible to choose features appropriately. The decision tree bagging technique (DTBM), the RFBM, the 

KNNBM, the ABCM, and the GBBM are all new hybrid classifiers that borrow training from traditional 

classifiers. With the help of several machine learning techniques, along with our model's accuracy, sensitivity, 

error rate, precision, and F1 score, we were able to determine the negative predictive value, false positive rate, 

and false negative rate. In order to facilitate comparisons, the findings are presented independently. 

Keywords: Least Absolute Shrinkage and Selection Operator (LASSO) techniques. New hybrid 

classifiers likeDecision Tree Bagging Method (DTBM) 

 

1. Introduction 

 
According to the World Health Organisation (WHO), 31 percent of all deaths in 2016 were caused by 

cardiovascular disease (CVD), which impacts around 1.79 crore individuals. Of these fatalities, 85% are 

attributable to heart problems. Many lives could be saved if patients could get high-quality medical care and 

diagnoses quickly. Blood pressure is one of the most important factors [3]. 

There is no way for doctors to know when a patient may develop heart disease [4]. According to projections, 

23.3 million deaths worldwide will be attributed to cardiovascular disease by the year 2030 [5]. The heart's veins 

transport oxygen-rich blood, and their constriction or blockage can cause heart disease and stroke [6]. Anxiety, 

stress, alcohol consumption, sedentary lifestyle, obesity, diabetes, high blood pressure, and high cholesterol can 

all harm the heart. The diagnosis of cardiovascular disease is influenced by these factors. High blood pressure 

causes the walls of the arteries to thicken, which can lead to blockage and, in extreme cases, an increase in 

mortality [7]. Using pattern extraction to get predictions from data is the primary objective of the algorithms 

proposed by the different academics. There is a correlation between the early detection and treatment of cardiac  
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sickness and improved survival or lower mortality rates for persons with the condition. When looking for 
abnormal narrowing of a heart artery, angiofigurey is a common tool to use. An evaluation of the symptoms, 

examination, and ECG characteristics was conducted using SMO, Naive Bayes, and Ensemble algorithms. The 

results showed an accuracy of 88.5% in predicting the existence of CAD [11]. 

 

2. Proposed System 

 

We are utilising the Cleveland dataset from Hungary since it shares characteristics with the UCI dataset and the 
author of the proposed study used both datasets. Computer programme While training with all parameters will 

allow Grid Search to choose algorithm instances with greatest accuracy, tuning means continuously training the 

algorithm with all parameters (e.g., MAX ITERATIONS, distance functions, etc.).As an extension, we are 

utilising the Random Forest approach, which gives the same accuracy with less computation time, instead of 
XGBOOST, which gives 100% accuracy but has greater computing time in the proposed work. 

 

3. Methodology  

 

Gradient Boost Search Method: 

Machine learning techniques like gradient boosting find use in many different areas, including classification and 
regression. It provides a model for making predictions by combining many weak prediction models, most often 

decision trees. The Extreme Gradient Boosting Classifier achieves the highest testing accuracy of 99.03% with 

GridSearchCV, outperforming the other three approaches. The Extreme Gradient Boosting Classifier achieved 

a 98.05% testing accuracy without GridSearchCV. 

Grid search CV: Finding the best possible values for a collection of parameters in a grid is the job of Grid 

Search CV. It's just a method for cross-validation. It is necessary to input both the model and the parameters. 

Predictions are made after the optimal parameter values have been extracted. 

 

 
Fig.1. System architecture 

 

Proposed methodology was implemented on publicly available datasets using python libraries. 

Proper preprocessing was done and results are narrated  
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Fig.2 logistic regression training 

 
 

Fig.3.Training logistic regression with tweaking parameters 
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Fig.4.  Training SVM with tuning 

 

 

 
 

Fig.6. XGBOOST without tuning 

 

 

 
Fig. 7. XGBOOST With tuning 
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Fig. 8. Comparison of Performance Metrics 

 

 

 
 

Fig. 9. Algorithms performance in tabular format 

 

 

 

 

Fig. 10. Algorithms Computation Time 

 

4. Conclusion 

Accurately predicting the onset of cardiovascular disease is one of the most pressing problems in modern 

medicine. Medical experts devote a great deal of time trying to pin down what's causing this. In order to predict 

cardiac illnesses, this study used a wide variety of methods, including LR, KNN, SVM, GBC, and 

GridSearchCV. Our method of choice is a five-fold cross-validation strategy for validation. The comparative 

investigation makes use of these four methods. The models are evaluated using the following datasets: the Long 
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Beach V dataset, the UCI Heart Disease Dataset Kaggle, and datasets from Cleveland, Hungary, and 

Switzerland.  
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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