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Abstract. Given the inherent noise and volatility in financial markets, accurate 

stock market price prediction is still a difficult task. In this work, the Investigation 

of Long Short-Term Memory (LSTM) models for stock price prediction in the 

face of varied levels of noise in various historical data time frames is carried out. 

Because of LSTM has reputation for capturing long-term dependencies, and these 

(LSTMs) are used to navigate the complex and noisy world of stock market dy-

namics. Several financial indicators and past stock prices are included in this set, 

which is pre-processed to account for the noise that is always present in financial 

data. The data is arranged temporally over a variety of intervals, from daily to 

monthly, which enables one to examine the flexibility of the LSTM model over 

a range of time periods. The study measures the predictive accuracy, precision, 

and recall of the LSTM model by methodically analysing its performance in the 

presence of data noise. The robustness of the model in both short- and long-term 

prediction situations receives particular consideration. Moreover, the influence 

of combining different technical indicators and outside variables is investigated 

to determine how well they work to reduce noise and improve forecast accuracy. 

This work recognises and addresses the ubiquitous noise in financial datasets, 

adding to the sophisticated knowledge of LSTM models in the context of stock 

market prediction. The results of this study demonstrate the LSTM are effective 

for stock price prediction the LSTM model has yielded  an  R2-score of 1 and 

Root Mean Squared Error (RMSE) value of 27.93.   

Keywords: Stock Market Prediction, Long Short-Term Memory (LSTM), Data 

Noise, Financial markets, Long-term dependencies 

1. Introduction 

In the world of trading during the day, where investors aim to profit from brief price 

changes, real-time price forecasts are essential for developing successful trading plans. 

The difficulty stems from the stock market's intrinsic complexity, which is noisy, com-

plicated, dynamic, volatile, non-parametric, and non-stationary. Stock forecasting has 

seen success with machine learning models, especially those built on the Long Short- 
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Term Memory (LSTM) architecture. To account for the complexities of the always 

changing market conditions, it is necessary to adjust their hyper parameters using the 

most recent market data.Machine learning models are typically trained and evaluated 

in batches to speed up learning and facilitate error correction. For intraday stock pre-

dictions, however, a paradigm change is necessary. To guarantee improved accuracy in 

real-time predictions, models should learn continuously and forecast for each occur-

rence separately rather than the full batch. Using two unique learning approaches in-

cremental learning and offline–online learning this research presents a fresh technique 

based on the LSTM model. The model is updated continually in incremental learning 

as it gets the next instance of the stock from the live market stream. On the other hand, 

offline-online learning entails retraining the model following every trading session to 

make sure it takes into account the most recent intricacies in market data. 

2. Recent Studies 

Stock price prediction plays a very important role for variety of reasons like Investment 

Decision making, Risk Mitigation, Portfolio Management, Financial Planning and Mar-

ket Trend Analysis etc.. In this direction [1] examines the growing tendency of people 

buying stock market investments as a result of economic growth.   

The research suggests a novel way for predicting the closing price of stocks for the 

following day, the CNN-BiLSTM-AM method, in light of the volatility of stock mar-

kets and the complexity of factors impacting stock prices. Convolutional neural net-

works (CNN), bi-directional long short-term memory (BiLSTM), and an attention 

mechanism (AM) are all integrated in this method.  

The CNN is used to extract features from the input data, the BiLSTM uses these 

features to forecast the closing price of the stock the next day, and the attention mech-

anism records the influence of feature states at various points in the past with the goal 

of improving prediction accuracy. Using data from the Shanghai Composite Index over 

1000 trading days, the study compares the suggested method with seven alternative 

strategies. [2] Classifies research based on several deep learning techniques, such as 

CNN, LSTM, DNN, RNN, Reinforcement Learning, and others like Hybrid Attention 

Networks and Wavenet, using articles from the Digital Bibliography & Library Project 

(DBLP) database. Each study's variables, models, and dataset characteristics are re-

viewed in the paper, and the findings are presented using important performance 

measures like accuracy, Sharpe ratio, MSE, RMSE, MAPE, and MAE. The survey 

notes the rising popularity of current models that fuse LSTM with other methods, such 

DNN, and emphasizes the performance and potential benefits of reinforcement learning 

along with other deep learning techniques. The conclusion highlights how deep learn-

ing-based financial modeling techniques have become exponentially more popular in 

recent years. [3] tackles the difficulty of forecasting the development trends in financial 

operations because financial data is ambiguous, complex, and incomplete. Financial 

data are time-dependent and nonlinear, with multiple associated factors influencing 

them. In contrast to conventional machine learning methods, Deep Neural Networks 

(DNNs) [4,5], which combine the advantages of deep learning and neural networks, are 
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suggested as a way to approach nonlinear challenges in financial data processing more 

successfully. The financial product price data is treated in the paper as a one-dimen-

sional series that is produced by projecting a chaotic system with several components 

into the temporal dimension [6]. The price series is reconstructed using the time series 

phase-space reconstruction (PSR) technique. Based on the PSR approach, a DNN-based 

prediction model [7] is created that incorporates long- and short-term memory networks 

(LSTMs) [8] for deep learning. The model predicts stock prices and is used to test its 

performance against other prediction models over different time periods and stock in-

dexes. The comparison's findings show that the suggested prediction model—which 

combines DNNs and LSTMs—predicts more accurately than the other models, demon-

strating its efficacy in predicting stock values in the context of intricate financial data. 

3. Proposed methods 

One important way to handle problems related to stock price prediction is to use the 

specialised recurrent neural network (RNN) architecture known as Long Short-Term 

Memory (LSTM). It is especially useful in financial forecasting applications because 

of its sturdy construction, which enables it to capture complex patterns and correlations 

in time series data. The cell state (Ct) and hidden state (ht) are the fundamental compo-

nents of the LSTM architecture. During the LSTM chain, the cell state serves as the 

network's long-term memory. It is possible to add or delete information from the cell 

state selectively using a gating mechanism. The output for forecasts or for propagation 

to other time steps is the hidden state, which stands for short-term memory. 

Important elements of LSTM operation in the context of stock price forecasting con-

sists 

Input Gate Assesses if the input data that will be incorporated into the cell state is 

relevant. The input gate generates values between 0 and 1, which represent the signifi-

cance of the input data, using a sigmoid layer. 

Forget Gate Selects the data from the cell state that should be ignored. A sigmoid 

layer is used, and values between 0 and 1 indicate whether information is retained (1) 

or omitted (0). 

Cell State Update uses data from the input gate and forget gate to update the cell 

state. Tanh layers help to modify the cell state by producing a vector of new candidate 

values. 

Output Gate uses the updated cell state to determine the next concealed state. The cell 

state, which has been altered by the tanh layer, is multiplied by the output of the sigmoid 

layer, which determines which portions of the cell state should be output.  

At practice, LSTMs have shown to be successful at forecasting changes in stock 

prices, which helps investors, financial analysts, and algorithmic traders make well- 

informed choices. The sequential structure of stock price data allows LSTMs to recog-

nize trends, seasonality, and other pertinent characteristics that help produce forecasts 

that are accurate. In conclusion, the LSTM architecture is a particularly effective in-

strument for stock price prediction. Because of their capacity to handle vanishing gra-

dient problems and efficiently simulate temporal dependencies, long short-term 
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memory banks (LSTMs) are a vital component in the creation of complex financial 

market forecasting models 

4. Experimental Results and Discussions 

The depicted line graph in Fig. 1 illustrate the fluctuating dynamics of a stock's low and 

open values over the period from February 2015 to February 2024. The x-axis chroni-

cles the progression of time, while the y-axis denotes the stock price, ranging from 

approximately 8,000 in February 2015 to around 22,000 in February 2024. The general 

trend of the stock is one of growth, signifying an overall increase in value over the 

specified timeframe. However, the visual narrative also unveils sporadic instances of 

volatility, characterized by sharp declines in the stock price followed by subsequent 

recoveries. Notably, the stock's volatility appears to have intensified in more recent 

years compared to the earlier part of the depicted timeline. This observation suggests 

that the market has experienced heightened turbulence, potentially influenced by vari-

ous economic or market-specific factors impacting the stock's performance. Overall, 

the graphs provide a comprehensive overview of the stock's price movements, captur-

ing both its upward trajectory and the periodic challenges posed by increased volatility 

in the later years. 

The presented line graph in Fig 2, arraying the close and high values of a stock from 

February 2015 to February 2024, offers valuable insights into the stock's performance 

over time. Notably, there is a discernible upward trend in the stock price, exemplified 

by the closing price reaching approximately ₹22,000 in February 2024, a substantial 

increase from the starting point of around ₹8,000 in February 2015. However, the graph 

also highlights periods of volatility, notably in December 2018 and March 2020, where 

the stock experienced sharp declines. Encouragingly, the stock price consistently re-

bounded from these downturns, showcasing resilience in its overall trajectory.  A note-

worthy observation is the heightened volatility in recent years, particularly evident in 

the more erratic lines during 2023 and 2024 compared to the relatively smoother trends 

in earlier years. This increased choppiness indicates a greater degree of market turbu-

lence, suggesting that the stock has become more susceptible to fluctuations in the later 

years of the depicted timeline. 

The graph further reveals that the highest closing price occurred in February 2024, 

with the stock concluding at around ₹22,000. Conversely, the lowest closing price is 

recorded in March 2020, when the stock closed at approximately ₹8,000. These extreme 

points underscore the range of market movements and emphasize the stock's capacity 

for both significant gains and recoveries from notable setbacks throughout the depicted 

period. 
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Fig. 3. Training and Validation Loss Curve 

In Fig 3, the provided values represent the loss and validation loss obtained during the 

training of a machine learning model. The provided observations pertain to training and 

validation losses in a computational model. The training loss is remarkably low, meas-

uring at 2.78E-07, indicating that the model performed exceptionally well in minimiz-

ing errors during the training phase. This suggests a high level of accuracy and effi-

ciency in learning the patterns within the training dataset. 

On the other hand, the validation loss, though slightly higher at 3.35E-06, remains 

relatively low. Validation loss is crucial for assessing how well the model generalizes 

to unseen data. The close proximity of the validation loss to the training loss indicates 

that the model has not suffered from overfitting, maintaining its effectiveness in making 

accurate predictions on new, unseen data. 

The provided observations present various metrics evaluating the performance of a 

predictive model. The Mean Absolute Error (MAE) is calculated at 16.64, providing an 

average measure of the absolute differences between predicted and actual values. A 

Fig. 1 Trend Analysis of Low and Open 

against Data 
Fig. 2 Trend of Close and High prices of 

Stock 
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lower MAE indicates better accuracy, and the reported value suggests a relatively mod-

erate level of prediction error. The Mean Squared Error (MSE) is 779.92, reflecting the 

average of squared differences between predicted and actual values. This metric tends 

to magnify larger errors, resulting in a higher value compared to MAE. The Root Mean 

Squared Error (RMSE), derived from the square root of MSE, is 27.93, serving as a 

more interpretable measure. The RMSE indicates the average magnitude of prediction 

errors and, in this case, signifies a moderate level of deviation from actual values. The 

R-squared (R2) value of 1 is a perfect score, suggesting that the model explains 100% 

of the variance in the dependent variable. While a high R2 is desirable, it's essential to 

ensure it's not a result of overfitting. Further scrutiny of the model's generalization to 

new data is advised. The Mean Absolute Percentage Error (MAPE) is an impressively 

low 0.08%, indicating a minimal average percentage difference between predicted and 

actual values. The Median Absolute Percentage Error (MDAPE) is even lower at 

0.05%, emphasizing the robustness of the model's predictions across a variety of sce-

narios. 

Training and Test Sets: The data is split into training and test sets for each time 

interval. The training set typically contains a larger proportion of the data compared to 

the test set. This division allows the model to learn patterns from the training data and 

evaluate its performance on the test data.  

For instance, in minute1, the training set comprises 647,829 rows, while the test set 

has 161,969 rows. This pattern holds for other intervals as well, with a similar split 

observed in decreasing magnitudes.  

The division into training and test sets follows a logical progression across different 

time intervals, ensuring a representative distribution for model training and evaluation. 

 

 

Fig.4. MDAPE for Different Data input to model 

Fig. 4. shows the median absolute percentage error for different data inputs to model. 

In this dataset, the MDAPE values for shorter time intervals, such as minutes and hours, 

generally appear quite low, indicating accurate predictions with small percentage er-

rors. However, as the forecasting horizon extends to a day, the MDAPE values increase, 

suggesting a larger central tendency of percentage errors over longer periods. Hour 3 
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and hour4 exhibit the highest MDAPE values, indicating challenges in accurately fore-

casting values over extended hourly periods. The day interval also shows a substantial 

MDAPE, emphasizing the difficulty of predicting values over a 24-hour period. 

 

 

Fig.5. RMSE Values 

The observations for Root Mean Squared Error (RMSE) across various time inter-

vals provide insights into the model's forecasting accuracy by measuring the square root 

of the average squared differences between predicted and actual values is shown in Fig 

5. Higher RMSE values indicate larger discrepancies, while lower values suggest better 

accuracy. In this dataset, the RMSE values for shorter time intervals, such as minutes 

and hours, generally appear relatively low, indicating reasonably accurate predictions 

with smaller errors. Figure 6 presents predicted Vs test results. 

 
Fig. 6 Y_Pred vs Y_test 

 

 

However, as the forecasting horizon extends to a day, the RMSE values notably in-

crease, suggesting a larger dispersion of errors over longer periods. Hour3 and hour4 
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exhibit the highest RMSE values, indicating challenges in accurately forecasting values 

over extended hourly periods. The day interval also shows a substantial RMSE, empha-

sizing the complexity of predicting values over a 24-hour period. 

5. Conclusion 

In conclusion, the extensive analysis conducted on the provided figures and tables of-

fers a comprehensive insight into the stock's performance and the evaluation metrics of 

a machine learning model. The stock trend analysis, reveals an overall upward trajec-

tory from February 2015 to February 2024, with periodic instances of volatility, partic-

ularly in recent years. The model training and validation, Table 1, reflect a highly ef-

fective model with remarkably low training loss (2.78E-07) and a closely aligned vali-

dation loss (3.35E-06), emphasizing its accuracy and generalization capabilities. Fi-

nally, the comparative analysis provides a visual assessment of the model's predictive 

accuracy by contrasting predicted and actual prices. Collectively, these findings offer a 

nuanced understanding of both financial market dynamics and the model's predictive 

prowess, providing valuable insights for stakeholders and researchers alike. 
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permitted by statutory regulation or exceeds the permitted use, you will need to obtain
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