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Abstract. Natural Language Processing (NLP) is a rapidly advancing field of artificial 

intelligence that acts as a bridge between human language and machines. Its uses vary 

from language translation and sentiment analysis to virtual assistants, impacting a wide 

range of industries. Language detection is a crucial sub-task of NLP that automatically 

recognizes the language in a given text. The Mul- tinomial Naive Bayes classifier's 

effectiveness and performance in text classification, along with NLP feature 

engineering, make it a suitable option for language detection tasks, even when work- ing 

with multilingual datasets. By integrating NLP techniques and the Multinomial Naive 

Bayes classifier, the proposed method offers a strong and precise language detection 

approach. Exper- iments conducted on diverse textual data show promising outcomes, 

even when dealing with noise and incomplete information. Accurate language 

identification improves the usability and efficiency of various NLP applications, 

promoting cross-cultural communication and contrib- uting to a more inclusive and 

interconnected digital environment. 
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1      Introduction 

 

Language detection is a crucial task in the field of natural language processing (NLP) and holds 

significant importance in a wide range of applications that deal with textual data. The main 

objective of language detection is to automatically determine the language of a given file or 

document, enabling more precise and contextually aware processing. Accurate language 

detection is essential in a multilingual world where content filtering, user localization, and 

information retrieval are increasingly important. The core principles of language detection 

involve the use of statistical and machine learning methods to distinguish one language from 

another based on textual features. The capability of deep learning to automatically learn and 

extract significant patterns from text data has led to increasing popularity as a subset of 

machine learning. Multinomial Naive Bayes, a probabilistic algorithm, is well-suited for 

language detection tasks by modeling the probability distribution of words in different 

languages. Combining deep learning and Multinomial Naïve Bayes offers a robust framework 

for accurate language identification. Language detection has a wide range of practical 

applications. Content filtering helps identify and categorize content according to lan- guage 

preferences, ensuring that users receive content in their preferred languages. User locali

- 

zation

 

relies on language detection to personalize user experiences, such as providing localized
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search results and targeted advertising. Information retrieval systems use language detection to 

retrieve documents in the user's preferred language, improving search relevance. Despite its sig- 

nificance, language detection presents several challenges. Code-switching, where multiple lan- 

guages are mixed within a single text, poses a substantial challenge for accurate identification. 

Dialect variations within a language further complicate the task. Moreover, the increasing prev- 

alence of multilingual content on the internet requires robust language detection models that can 

handle diverse linguistic contexts. Addressing these challenges is crucial for advancing the field 

of language detection and enabling more precise and adaptable language identification systems.. 

 

2   Proposed Work 

 

MNB is chosen for language detection because it operates within a probabilistic framework. It 

models the probability distribution of words or character sequences in different languages. This 

is crucial because language identification involves making probabilistic assessments based on 

linguistic patterns. Different languages have unique linguistic characteristics and patterns. MNB 

is effective in capturing these language-specific patterns by analyzing the frequency of words or 

characters in a text. Probability calculations are employed to ascertain the probability of a par- 

ticular language being the origin of a given text. MNB is adaptable to different languages and 

text types. It can handle a wide range of linguistic features, making it suitable for identifying 

languages in diverse contexts, from formal documents to user-generated content like social me- 

dia posts and micro-blogs. MNB is a type of statistical classifier, Multinomial Event Model, and 

Bayesian Inference. MNB is a statistical classifier, specifically designed for text classification 

tasks. It is used to classify documents or text snippets into predefined categories or classes, with 

language identification being a prominent example. MNB is tailored for discrete data, such as 

word frequencies or term occurrences in text. It employs the multinomial event model, which is 

well-suited for text classification. In the context of language detection, it categorizes text-based 

language on the occurrence and frequency of words or characters. MNB's "Naive Bayes" com- 

ponent refers to its reliance on Bayes' theorem for probability calculations. The observed word 

frequencies are used to calculate the posterior probability of a text belonging to a specific lan- 

guage class. The "naive" assumption in Naive Bayes is that features (words or characters) are 

conditionally independent, simplifying the probability calculations. 

  

CREMA-D. These datasets were chosen due to their diverse emotional content and the availa- 

bility of labelled emotional categories. TESS comprises recordings of North American English 

speakers portraying seven emotional states, while RAVDESS contains speech samples from ac- 

tors representing eight emotional categories. SAVEE consists of British English speakers ex- 

pressing seven emotions, and CREMA-D features audio clips from actors portraying various 

emotions in a controlled environment. 

.
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3   Algorithms 

 

A. MULTINOMIAL NAIVE BAYES: 

 

MNB, a widely employed algorithm in Natural Language Processing (NLP), is renowned for 

its simplicity and efficacy in text classification assignments. It operates under a probabilistic 

framework, making it suitable for language detection. In language identification, MNB 

calculates the likelihood of a given text belonging to each possible language category and selects 

the language with the highest probability. It is often trained on a dataset containing text samples 

from various languages, al- lowing it to learn language-specific patterns 

 

B. Support Vector Machines (SVM): 

 

SVMs are known for their ability to find a hyperplane that maximizes the separation between 

different language categories. They can be effective for language detection when coupled with 

appropriate feature representations. MNB vs. SVM: MNB is computationally more efficient and 

simpler to implement, which can be advantageous in real-time language detection scenarios. 

SVMs may require more computational resources and careful parameter tuning. 

 

C. Decision Trees: 

 

Decision Trees create a tree-like structure to classify text based on features. They are interpreta- 

ble and can handle language detection tasks but may struggle with complex language-specific 

patterns. MNB vs. Decision Trees: MNB typically excels in capturing subtle language-specific 

patterns through probabilistic modeling, making it more robust for language detection. 

 

D. K-Nearest Neighbors (KNN): 

 

KNN relies on similarity measures to assign a language to text. It considers the majority class 

among its nearest neighbors. MNB vs. KNN: MNB probabilistic approach often outperforms 

KNN, especially when dealing with diverse linguistic contexts, as it captures more nuanced lan- 

guage patterns 

 

E. Ensemble Methods: 

 

Ensemble methods combine multiple classifiers, such as MNB, SVM, or Decision Trees, to im- 

prove overall accuracy through techniques like majority voting. MNB vs Ensemble Methods: 

MNB can be a vital component of ensemble methods, contributing its probabilistic strength to 

enhance accuracy. However, ensemble methods may introduce computational overhead 
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4  PROPOSED METHODOLOGY 

 

Fig 1: Framework of Text Evaluation 
 

The framework presented outlines a comprehensive process for developing and refining a 

Multinomial Naive Bayes model for language classification. It begins with data collection and 

exploration, where training and validation data for Slovak, Czech, and English languages are 

gathered and statistically analyzed. Subsequent steps involve data cleaning and preprocessing to 

ensure consistency, followed by the construction of the initial model using the Count Vectorizer 

for numerical conversion of text data. Model evaluation is conducted using standard metrics like 

confusion matrix and F1 score. Fine-tuning techniques are applied to enhance model accuracy, 

particularly for less common languages. The framework then introduces sub-word analysis to 

further improve performance by identifying common character sequences within words. The 

model is rebuilt and evaluated using sub-word-based data, and the final trained model along with 

the Count Vectorizer is saved for future use. Overall, this structured approach provides a sys- 

tematic and effective methodology for language classification tasks. 
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4.1 Data Collection and Exploration 
 

4.1.1 Data Retrieval 
 

The research begins by collecting the training and validation data for multiple languages, in- 

cluding Slovak (SK), Czech (cs), and English (en). The data files are read and stored in 

memory.  

4.1.2 Data Statistics  

To understand the characteristics of the dataset, descriptive statistics are computed. This in- 

cludes information such as the number of sentences, words, unique words, and a sample extract 

from each language.  

4.2 Data Cleaning and Preprocessing 
 

4.2.1 Text Preprocessing 
 

The collected data undergoes preprocessing to ensure uniformity and consistency. This in- 

volves: 

Lowercasing the text. Replacing 

hyphens with spaces. 

Removing newline characters and punctuation marks. 

Tokenizing sentences into words. 

 
4.2.2 Preprocessed Data Statistics 

 
The statistics of the preprocessed data are examined to observe any changes in the dataset after 

preprocessing. 

 
4.3 Building the Multinomial Naive Bayes Model 

 4.3.1 Vectorizing Training Data 

 The text data is converted into numerical format using the CountVectorizer, which transforms 

the text into a bag-of-words representation. The outcome is a sparse matrix in which every row 

corresponds to a sentence, and each column represents a distinct word. 

 4.3.2 Initializing Model Parameters and Training 

 A Multinomial Naive Bayes model is initialized with default parameters, and it is trained on the 

vectorized training data. The alpha parameter is used for smoothing to handle unseen words.

Language Detection using Natural Language Processing             511



 

 

4.4 Vectorizing Validation Data and Model Evaluation 

 

4.4.1 Vectorizing Validation Data 

 

The validation data is preprocessed and vectorized using the same CountVectorizer that was 

fitted on the training data. 

 

4.4.2 Model Evaluation 

 

 The validation data is utilized to make predictions using the trained Naive Bayes model. The model's 

performance is evaluated by employing the following metrics: 

 

Confusion Matrix: To evaluate the accuracy of language classification. 

F1 Score (Weighted): Providing an overall measure of model performance. 

 

4.5 Fine-Tuning the Model 

 

4.5.1 Model Adjustment 

 

The model is fine-tuned by modifying the alpha parameter and setting fit_prior to False. This 

adjustment is made to improve the model's accuracy, especially when dealing with less com- 

mon languages. 

 

4.6 Using Sub words for Improved Model Perspective 

 

4.6.1 Sub word Analysis 

 

Subword analysis is performed to find common character sequences within words in the da- 

taset. This involves: 

Breaking words into characters. 

Identifying common character sequences. 

Converting dataset using these subwords. 
 

4.6.2 Subword Preprocessing 
 

The training and validation data are preprocessed to incorporate subword information, and the 

statistics of the subword-based dataset are examined.  

4.7 Rebuilding and Evaluating the Model with Subwords  

4.7.1 Vectorizing Subword Data  

The data preprocessed with subwords is vectorized using the CountVectorizer, and the model is 

rebuilt with this data.  

4.7.2 Model Evaluation with Subword
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The performance of the model using subword-based data is evaluated using the same metrics 

as before, including the confusion matrix and the weighted F1 score. 

 

4.8 Model Persistence 

 

The final trained Multinomial Naive Bayes model and the CountVectorizer are saved using job 

lib for future use. 

 

5   Evaluation 

 

Confusion Matrix: 

 
The information pertaining to the accuracy of predictions for each language category (sk, cs, 

en) is presented, including true positive, true negative, false positive, and false negative pre- 

dictions. 

[[4886 0   114] 

[4077   534   389] 

[ 0   0 5000]] 

Here's a summary of the results: 

 
Accuracy: 

 
The model achieves an overall accuracy of approximately 84.56%. This means that about 

84.56% of the sentences in the validation dataset are correctly classified into their respective 

languages. 

Precision and Recall: The model's precision and recall values for each language category ('sk,' 

'cs,' 'en') are not explicitly provided in the code output, but they can be calculated based on the 

confusion matrix.Precision measures the accuracy of positive predictions, while recall gauges 

the comprehensiveness of positive instances 

 

F1-Score: 

 
The model's overall performance can be evaluated using the weighted F1-Score, which is 

around 0.846. This metric considers the imbalance in class distribution and is computed as the 

harmonic average of preciseness and recall . It offers a balanced measure of the model's 

performance. 

Misclassifications: The confusion matrix reveals that the model makes some misclassifica- 

tions, as indicated by the off-diagonal elements. For example, some sentences in Slovak ('sk') 

are incorrectly classified as Czech ('cs') and vice versa. Similarly, there are misclassification
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between Czech and English. These misclassifications can be further investigated to improve the 

model's performance. 

 

F1 Score (Weighted): 

The F1 score assesses both precision and recall, making it a valuable performance measure of a 

model, providing a comprehensive assessment of its effectiveness. The "weighted" F1 score 

adjusts for class imbalance within the dataset. 

F1 Score (Weighted): 0.6149824401040264 (Before adjustments) 

F1 Score (Weighted): 0.8368507601649364 (After adjustments) F1 

Score (Weighted): 0.8456381060126386 (With subwords) 

 

6   Results 

 

Model Stage Weighted F1 Score 

Initial Model (Before Adjustments) 0.615 

Model Adjustments (Fine-Tuning) 0.837 

Using Subwords for Improved Model 0.846 

Table 1: F1 score of results in various stages 

 

Initial Model (Before Adjustments): 

 
The initial Multinomial Naive Bayes model achieved a weighted F1 score of approximately 

0.615. 

This score reflects the performance of the model on language classification before any adjust- 

ments. 

 

Model Adjustments (Fine-Tuning): 

 
After fine-tuning the model by modifying the alpha parameter and setting fit_prior to False, the 

model's weighted F1 score improved significantly to approximately 0.837. 

These adjustments helped improve the model's accuracy, especially when dealing with less 

common languages. 

Using Subwords for Improved Model Perspective: 

By incorporating subword information into the dataset, you further improved the model's per- 

formance. 

The model trained on subword-based data achieved a weighted F1 score of approximately 

0.846.
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The weighted F1 score suggests that incorporating subword analysis and fine-tuning model 

parameters has greatly enhanced the precision of your language detection model. As a result, 

the model is now more proficient in identifying Slovak, Czech, and English languages in text. In 

comparing the results of our Multinomial Naive Bayes model with existing methods(n-gram 

Models), it's evident that each stage of refinement has led to significant improvements in lan- 

guage classification accuracy. Initially, our model achieved a weighted F1 score of approxi- 

mately 0.615, indicating moderate performance before any adjustments were made. However, 

through fine-tuning techniques, such as modifying the alpha parameter and setting fit prior to 

False, we observed a substantial enhancement in performance, with the weighted F1 score ris- 

ing to approximately 0.837. These adjustments notably improved the model's accuracy, partic- 

ularly in distinguishing less common languages. Furthermore, incorporating subword infor- 

mation into the dataset further boosted performance, resulting in a weighted F1 score of ap- 

proximately 0.846. This enhancement suggests that the integration of subword analysis, along 

with fine-tuning model parameters, has significantly improved the precision of our language 

detection model. Consequently, our model now demonstrates enhanced proficiency in accu- 

rately identifying Slovak, Czech, and English languages within text data. This progression 

showcases the efficacy of our methodology in iteratively refining the model's performance and 

underscores its potential for advancing language classification tasks beyond traditional ap- 

proaches. 

 

 

7 Conclusion 

 

The Multinomial Naive Bayes model demonstrates a commendable level of accuracy and per- 

forms reasonably well in classifying sentences into Slovak, Czech, and English languages. 

However, it is important to acknowledge that there are still some misclassifications occurring 

within the model's predictions. These misclassifications present opportunities for further im- 

provement in both accuracy and precision. 

 
Future work in this area could focus on several key areas to enhance model’s performing 

ability. Firstly, refining the feature selection process could lead to more accurate representa- 

tions of language-specific characteristics, potentially reducing misclassifications. Additionally, 

exploring more advanced machine learning algorithms or ensemble techniques may offer im- 

provements in classification accuracy by leveraging the strengths of different models. 

 
Furthermore, incorporating contextual information and semantic analysis techniques could en- 

hance the model's ability to discern subtle linguistic nuances, thereby reducing misclassifica- 

tions, especially in cases where languages exhibit significant similarities. Moreover, expanding 

the dataset to include a more diverse range of texts and genres could help the model generalize 

better to various linguistic contexts and improve its overall performance. 

 
Overall, while the Multinomial Naive Bayes model serves as a strong foundation for language 

classification, ongoing research and development efforts are essential to address remaining
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challenges and further refine its accuracy and precision. By embracing these future directions, 

we can continue to advance the effectiveness of language classification models and their ap- 

plicability across a wide range of domains and industries. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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