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Abstract. Recently, cloud computing has emerged as a predominant technique in 

the realm of information technology. The increasing demand of cloud computing 

platform in terms of computing and data storage so that the cloud providers offers 

numerous data centers present at various locations across the world. These data 

centers comprise of millions of IT servers. Due to the fact, data centers consume 

excess energy and liberate high amount of carbon footprint. This lead to create 

dangerous effect on the environment. In this paper, a self improved black widow 

optimization algorithm (SI-BWO) based load balancing incloud computing. 

While receiving a task request from the client for accessing task, the PM assign 

several VM on the basis of multi-objective such as power consumption, migra-

tion cost, memory usage, and load balancing. The parameters like response time, 

Turn around time and server load are consider for load balancing. To attain better 

load balancing, the suitable VM is selected by employing proposed optimization. 

Finally, the proposed SI-BWO model has been computed based on make span, 

memory usage, migration cost, power consumption, response time, server load, 

throughput, turnaround time, and convergence. 

Key words: cloud computing, data center, load balancing, power consump-

tion, memory usage 

 

1 Introduction 

Due to the increasing growth of information technology, large amount of user data 

and applications needs more computational processing and storage location for these 

data. These data are stored in various data centers present in various landmarks across 

the globe. At present, various online media like Face book, Twitter, Amazon etc [3][5]. 

has their own cloud for storing data. Cloud storage is a version of internet storage tech-

nique where number of complex files, managing tools, applications and user data are 

present. Subsequently, many number of client request are accessed in these cloud stor-

age. Each cloud storage requires minimum one server for storage of data integrated  
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with the web. It stores the copy of file, which has been sent to the cloud storage by the 

client.  

Cloud computing is primarily share the data through online. Virtualization tech-

niques is employed in cloud computing, which accessing numerous IT sources availa-

ble in various locations with the help of unified virtual resource pool. Cloud computing 

provides respective result based on the request of client [1]. The delivering of cloud 

service is classified into three types. They are SaaS, IaaS, and PaaS. Paas model offers 

framework for programme advancement. SaaS model offers software and services, IaaS 

model gives sophisticated environment. The cloud data centers has the ability to access 

various apps across the globe [6].  

In cloud computing, load balancing is the crucial and essential work for allocating 

the task in the VM present at the data storage. It enhancing the system performance by 

preventing bottleneck caused by non uniform distribution of load. The efficient load 

balancing minimizes the response time of client request and improves the system per-

formance. Even though, error occurs due to the failure of components, the cloud com-

puting provides continuous service to the system. It increases the lifespan of structure 

by minimizing strain on the hardware components. In this cloud server accept numerous 

client request and few servers are under processing this leads to non-uniform sharing 

of loads, which affects the system performance. 

The conventional cloud service approach is difficult to fulfill the increasing demand 

of location for data storage and numerous computational performance [4]. The trans-

mission of huge data around the globally present data centers increases transmission 

cost. Every cloud needs scheduling order, to estimate execution sequence. The power 

consumption of data centers increasing by 12 percentage [2]. Every cloud has different 

scheduling algorithm. The scheduling of task involves response time, energy utilization 

and the ability to balancing loads. The load balancing algorithms like CDLB and DDLB 

regarding the service rate, queue length, and the target time of client request. This paper 

proposes a new cloud load balancing strategy with the following contribution. 

• Proposing a new SI-BWO model for balancing the load in the cloud environ-

ment under various constraints.  

This paper organization is as follows: Section 2 addresses the literature work of load 

balancing in cloud. Section 3 discusses about Formulated System model and derived 

multi-objective function, section 4 describes about SI-BWO model based load balanc-

ing in cloud environment, section 5 describes the result and discussion of the proposed 

model 

 

2 Literature Review 

 In 2023, K. DhanaSree Devi et al.[1] has developed DLB to store IoT for load balanc-

ing in cloud. In this approach, DLB has three procedures namely balancing the manag-

ing parameters of the cloud, assigning the position and achieved minimal delay. It sup-

ported huge data and various parameters are calculated like RT, MS, AO and MT. This 
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method when compared with conventional approaches like TA, ESCE, and ESCE+TA 

gave outstanding outcome for load balancing.  

In 2023, Imane Aly Saroit et al.[2] has introduced LBCC-Hung method to overcome 

the challenge of load balancing in VM. The result of this approach was evaluated and 

compared with MIN-MIN and FCFS approaches. LBCC-Hung outperformed in MS 

and throughput and VM utilization deviation. 

In 2023, J.RobertAdaikalaraj et al.[3] has proposed an ILO with Min-Max framework 

for enabling VNE for genetic operators parallelization. The proposed approach was 

outperformed in load balancing and power conservation in terms of minimal processing 

time cost. The applicability of data centers was greater and reached approximately 80 

percent, energy consumed by data center was lowered by 49.13 percent and huge trans-

mission of VM was lowered by 94.5 percent. 

In 2023, Ajay Jangra et al. [4] has introduced load balancing model for efficient re 

allotting of resources about healthcare cloud environment. They used certain frame-

works for resource rescheduling namely GA, SARSA, and Q-learning. This approach 

required less MS and consumption of low latency time for estimating solution in load 

balancing health care environments. This approach was simulated in MATLAB. This 

method achieved high throughput value and  lower MS value compared with existing 

methods. 

In 2022, Mohammad Haris et al. [5] has proposed MMHHO for dynamic load balanc-

ing. Updation of HHO search space by employing the MRFO framework regarding 

cost, RT, and utilization time. By modifying the wait time of the task, it increased the 

system performance in terms of improving throughput of VM, load balancing between 

VM, and balancing between preferences. This approach was executed in CloudSim 

tool. The proposed MMHHO load balancing algorithm well performed when compared 

with other algorithms. 

 

3 Formulated System model and SI-BWO model based 

load balancing in Cloud Environment 

A. Problem statement with solution model 

 

 Various parameters namely transmission cost, memory utilization, consumption of 

power and load balancing factors like Turnaround time, server load, response time are 

considered during the designing of system model. Cloud computing differ by its exten-

sive operation, also it offers different kinds of services based on the request of cloud 

client, it gets influenced by economies of scales and offers highly demand assistance 

via virtualization when compares with the designing of conventional decentralized net-

work. The proposed model consists of numerous data centers termed as PM, in which 

numerous VM present in every data centers process the client request. Assuming a 

cloud with numerous PM,which has only a less number of physically diverse hosts. 
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Every host is identified by its identification number, list of processing data, bandwidth, 

memory storage, processing speed in terms of MIPS and other parameters. 

 Every PM consists of N number of VMs and every host consists of numerous 

VMs. The host and VMs has similar features. Let 
1 2{ , , , }M M MnCl P P P=

, where 

Cl  points out the cloud and 
1MP , 

MnP points out the 1
st

and 
thn PMs present in the 

cloud. The PMs are points out as 
1 2{ , , , }Mn M M MNP V V V=

, where 
1MV and 

MNV indicates the 1
st

and 
thN VM. Every VM has two levels. They are active and idle 

levels. The VM consumes 60 percent of energy in idle level when compared with VM 

in active level. The requests are collected from various clients and transmit it to the 

Central load balancer or sequence scheduler for resource mapping. In VM, every cloud 

consumer has various jobs to perform but every VM is responsible to perform each 

request at a time. Let us consider number of cloud consumers be
j

and each has k

number of tasks to perform. The request of the client is denoted as 
1 2{ , , , }kjU T T T=

. With the increasing client input task regarding various 

sources lead to the need of load balancing. The cloud system accepts 0n numerous 

input, it can expressed as 
1 2 0( , , , )nT T T

. The VM managing tool accept input job 

from the job queue and acquires detail about the about active VM, relevant sources 

about the job present in the host and the length of local task queue present in the host. 

 

 

 B. Derived Multi-objective functions  

The essential parameters of multi-objective functions such as power consump-

tion,migration cost, and memory utilization. The efficient load balancing can be 

achieved by considering response time, turn- around-time and server load. The VM in 

terms of lower multi-objective condition is suitable for best VM for performing the job 

in task queue. The optimal finding objective of VM is shown in Eq.(1) 
1 2

3 4 5 6

min( * *

* * * * }

c c

u T L

Of W P W M

W M W R W TAT W S

= + +

+ + + +
    (1) 

Where 
1 6W W− indicates the calculation of weight function using chaotic-cheby-

chev map. Chebychev map,
1 1cos(0.5 cos ( ))k kc c+ −= 

. Additionally, cP  indicates 

power consumption, cM
 indicates migration cost, uM

  indicates memory utilization, 

TR   indicates response time, TAT  indicates turn-around time, and LS  indicates 

server time. 

 

Power Consumption: 
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It is the major factor for load balancing process. The accurate ED of all dynamic PM 

at a time evaluate the power consumption of the system. The minimal ED improves the 

performance of load balancing. When a PM cannot operate, allocation is not possible 

in the respective PM. The expression to evaluate PEF of each active node is shown in 

Eq.(2) here, 0.1hcP =  and max 1cP =
. Additionally, 

hc
indicates CPU utilization.  

max max

1 1

1
. (1 ). .

*

n N
hc hc hc

c c c

m M

P P P P P
n N


= =

 
= + − 

 


  (2)     

1

3

CPU memory BW
hc c c c

CPU memory BW

nc nc nc

Q Q Q

A A A
 = + +

   (3) 

Here n and N indicated the counting of PM and VM correspondingly. 
CPU

cQ ,
memory

cQ , 
BW

cQ  indicated CPU utilization, memory utilization and bandwidth utiliza-

tion respectively,
CPU

ncA
, 

memory

ncA
,and 

BW

ncA
indicated total CPU assessment in PM, to-

tal availability of CPU in PM, total bandwidth accessible in PM.  

Migration cost: 

The increasing number of transmissions increase the migration cost of VM. The op-

timal load balancing system must have less number of motion. The expression of mi-

gration cost for arranging the entire cloud is shown in Eq.(4) 

1 1

1

*

n N
hc

c

m M

c
M

n N d


= =

  
=   

  


    (4) 

Memory Utilization: 

Memory utilization means organizing and effectively utilizing the available memory 

within the system. Heap structure is a crucial way of utilizing the location in memory 

and is developed based on the benefits for VM. The memory utilization for the entire 

cloud is evaluated in Eq. (5) 

1 1

1 1

* 2

CPU memoryn N
c c

c CPU memory
m M nc nc

Q Q
M

n N A A= =

  
= +  

   


    (5) 

Response time: 

The mean response time is calculated based on Eq.(6)  In this i refers to task index, 

id  refers to distance between task i input time and the response time of initial system 

task. 

1

I

i

i
R

d

T
N

==


         (6) 

Turn-around time: 
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The evaluation of turn-around time for load balancing is expressed in Eq.(7), In this 

. a

id w t
refers to the task waiting time of i resource, ile  refers to length of the task and 

( )
1

.
M

p

i

p

t R
=


points out the quantity of resources 

p
taken for task i . 

( )1

1

.

.

aI
i i

M
pi

i

p

d w t le
TAT

t R=

=

 
 

+ =
 
 
 




     (7) 

Server load: 

The evaluation of mean load of the server is expressed in Eq. (8)  

1

1

( )
M

L j j j

j

T t t −

=

= −
      (8)        

4  SI-BWO: Mathematical Model 

In order to achieve effective load balancing, this paper proposes a self improved 

black widow optimization in cloud environment. Swarm intelligence optimization is a 

type of metaheuristic optimization which attain high optimization performance. Simi-

larly, the black widow algorithm finds best solution based on the attributes of initial 

population, crossover, cannibalism and mutation. This type of algorithm provides high 

convergence speed and optimization accuracy. There are four steps in this optimization. 

They are initial population, procreate, cannibalism, mutation. 

 

 

4.1 Initial population 

 

While addressing the optimization challenges, it is important to structure the ele-

ments of problem variable in a specified manner that meet the needs of present chal-

lenges. The GA and PSO of this structure termed as chromosomes and particle position 

correspondingly. In BWO, it is termed as widow, each potential solution for a given 

problem is considered as black widow spider. In this case the optimization starts with 

spider initial population [15], then these are paired to reproduce another generation 

based on the cannibalism observations the female widow kills the male, she stores the 

male sperm and released in the eggs it gets hatch, give rise to young ones and they often 

disperse by the wind. This approach supports the optimization processes. Consider op-

timization problem of 
varN dimension in terms of widow is an array of 

varN be the 
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solution of the optimization problem. The widow fitness tF  is get by computing the 

fitness function 

var1 1( , , , )Nx x x
 

Let widow= 

var1 1[ , , , ]Nx x x

, fitness=

var1 1( , , , )N

tF x x x
. 

OBL based initialization process 

The OBL is employing in many scenario of the present environment, which is based 

on opposition concept. Assuming a point 1( , , )za a a
in z dimensional space, 

1 1 1[ , ],n n na p q 1 1,2,3 ,n z=
. The x  opposition is evaluated in Eq. (9). It is 

suitable for choosing better unknown solution in random and opposite direction. This 

optimization improves the chance of selecting optimal region. 
1 1 1

1

n n n

na p q a= + −
   

 

       (9) 

Traditional Tent map calculation: 

The tent map is a group of functions. Its repetitive function creates a discrete dy-

namic model. This tent map with some values of ck shown in Eq.(10) The tent map 

function with top at

1

2
x =

at a value of 

1

2
ck

. Each tent map region 

1
0

2

nx 
and 

1
1

2

nx 
has one stable point.  

1

1
0

2
( )

1
(1 ) 1

2

n n

n ck n

n n

ckx x

x T x

ck x x

+

 
   

= =  
 −  
        (10) 

thereby 

 

(1 )

1

1
1 ( 1)

1

n n

n
n

n

p

ck x x

x
x

ck

x
ck

ck
x

ck

− =

− =

= +

=
+  

Similarly, the second region fixed point present only for 1ck  . 

Initialization by TOBL strategy: Proposed Strategy 
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The proposed position initialization is done by combining the tent map and OBL 

[17], result in development of new strategy TOBL, which is expressed in Eq.(11) here, 
tZ  be the tent map. The value of 

tZ be expressed in Eq.(12)  

( )ij j j t j jX lb ub Z ub lb= + −  −
      (11) 

1

0.01

1
0.98

1

t
t

n

nt

t
t

n

n

z
z

z
z

z







+

 
  

 
=  

−  
 −       (12) 

0.5, (0.02,0.98)t

n z = 
 

The tent map and opposition based learning strategy are used for initialization phase 

of IBWO to increase the diversity of population. 

4.2 Procreate: Proposed cross over operation 

 

The pairs of widow spiders are reproduce lot of new ones, as per nature few ones 

have the chance to survive. In this algorithm, an array n has the ability to create long 

widow array consists of unsystematic numbers. The BWO approach has the ability to 

tackle incomplete convergent to a point. The array of IBWO is shown in Eq.(13) The 

crossover equation for IBWO is expressed in Eq.(14), here 
1b and  

2b are parents ele-

ments 
1y
and 

2y
are generated element, iter be the repetitive counting of actual ap-

proach [18]. In the conventional approach of n  array is fixed with 8 to improve the 

searching capacity of the algorithm. 

0.3 1 22
8 ( ) [ , , , ]i n

n n n n n
iter

    =  =
      (13) 

1 1 2

2 2 1

(1 )*

(1 )*

n n

n n

y b b

y b b

 

 

 =  + − 
 

=  + −           (14)  

In our SI-BWO approach the value of 


 is updated and is expressed in Eq.(15),the 

value of n increasing gradually with increase of iteration and this will lead to the 

minimize the influence of local convergence. 

( )

( )

i

i

t

T i
n

i

t
e

T
 = −

  
                                                (15) 
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4.3 Cannibalism: 

 

In this stage unfitted elements are rejected from the set and improves the speed of 

convergence. There are three methods of cannibalism in this optimization. Initial one 

is the female widow consumes the male during or after the mating. Likewise, based on 

the fitness value analyze the male and female in this optimization. Second is the sibling 

cannibalism, in this method stronger one defeat the weaker one. Based on CR, counting 

of fitted elements to be computed and the final method is to determine the optimal so-

lution from the newly generated species.. 

 

4.4 Mutation: DE current to gbest mutation operator 

 

In this algorithm, changes with key element is termed as mutation. The DE has three 

kinds of solution to solving a problem. They are target, donor, trial solutions. The target 

solution gives parent solution generating from the current iteration. The donor solution 

gives mutated solution produced through the differential operation and the target solu-

tion is a coupled solution of target and donor optimal solution. 

Additionally, the DE-current to gbest mutation operator is employed in the mutation 

stage [19]. This mutation operator attains higher local improvement capacity and high 

speed convergence. These features affect the present state of the particle. The DE cur-

rent to gbest mutation equation is shown in Eq.(16)where the value of n , k and F

are shown in Eq.(17) 
* 1 2( ) . ( ) [ ( ) ( )] [ ( ) ( )]i i i r r

n sX t X t F X t X t k X t X t= + + + −
   (16) 

0.8 0.2 ( )i
n

i

t

T
 = + 

, 

0.1 0.2( )i

i

t
k

T
= +

     (17) 

In Eq.(16) sF is stochastic scaling factor, which is inspired from levy flight. The 

levy flight is unsystematic order to estimate step size. Usually,
(0,1]sF 

. The scaling 

factor [16] sF is computed using the updated equation which is expressed in Eq.(18) 

(0,1)sF step size ran= 
        (18)

  
1

| | n

s
step size

w


=

, 

 here s and w  are generated using normal distribution. 
1 2(0, )ss N 

,

1 2(0, )ww N 
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1)
(

2

(1 ).sin( )
2

(1 )
[ ].2

2

n

n
n

s
n

n










−

 +

=
+


,

1w =
 

The stochastic mutation scale factor is employed to improve exploitation ability of 

the DE mutation phase. . The flowchart of self improved black widow algorithm is 

shown in Figure 1. 
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Figure 1. Flowchart of self improved black widow optimization algorithm (SI-BWO) 

 

1064             K. Geeta and V. Kamakshi Prasad



 

5 Results and Discussions 

 This work concentrates on cloud-based load balancing that is based on a multi-ob-

jective optimization model. Two environment specification is given: Cloud Environ-

ment-1 (one data centre with two real machines and ten VM beneath each PM). So in 

Cloud Environment-1 and Cloud Environment-2 (two data centres with four physical 

computers, and 10VM beneath each physical machine), there are a total of 20 VMs. In 

Cloud Environment-2, there are a total of 40 VM.  

5.1 Performance Analysis 

 The performance of SIBWOA is evaluated in terms of makespan, memory utili-

zation, migration cost, power consumption, response time, server load, turnaround time. 

Finally, the convergence analysis is also evaluated. Here, the conventional methods 

include (AOA)Arithmetic Optimization Algorithm, (BWO) Black Widow Optimiza-

tion, (TDO) Tasmanian Devil Optimization, PROP in graph indicates the proposed al-

gorithm, Self Improved Black widow optimization algorithm (SIBWO), Butterfly Op-

timization Algorithm (BOA) and (JS) Jelly Search 

5.1.1 Makespan Analysis 

Total time taken by the resources for the execution of all the tasks is considered to 

be the major factor, which must be low for the better performance and Figure 2 shows 

the performance graph. According to the analysis, two cloud environments are consid-

ered. In both the cases, the proposed SIBWOA shows the minimum makespan that is 

less than 30 seconds. even the number of tasks increases, the proposed model shows 

less makespan when compared to the conventional models. In cloud environment 1, 

even for 200 tasks, the makespan time is less for the proposed work. The Analysis on 

Makespan: proposed over conventional models is shown in figure 2. 

 

  

a) (b) 

 

Figure 2: Analysis on Makespan: proposed over conventional models 
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5.1.2 Analysis on Memory Utilization  

The memory utilization for the requested service (task) must be low to determine 

that the given method is efficient. In this regard, Fig 4 shows the analysis of memory 

utilization for both proposed and conventional models. The analysis shows how the 

proposed algorithm requires least memory when compared to other conventional mod-

els to complete the tasks. The bars in the graph points that the proposed algorithm re-

quires least memory even for 200 tasks that is less than 0.6, whereas the conventional 

methods need more memory to complete the same tasks. The same scenario is observed 

for the cloud environment 2. The Analysis on memory Utilization: proposed and con-

ventional models is shown in figure 3. 

 

  

  

Figure 3: Analysis on memory Utilization: proposed and conventional models 

 

5.1.3 Analysis on Migration cost 

Migration, the process involves transfer of data from one storage to another that en-

sures that data are available in the right location at the right time to meet the need of 

the task. The cost required for the process must be less. Accordingly, the proposed al-

gorithm ensures the least migration cost than the conventional models. While analysing 

the cloud environment 1, the proposed model needs only least migration cost of less 

than 0.0010 for 200 tasks, but the case of conventional models is different that shows 

poor performance. The same scenario is observed for cloud environment 2 (Figure 4).   
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Figure 4: Analysis on Migration cost: Proposed and conventional models 

 

5.1.4 Analysis on Power consumption 

The load balancing with less power consumption is the greatest deal of the proposed 

optimization algorithm, whereas the other models are poor in this case that consumes 

more power to complete the tasks. The requirement of power increases as the tasks 

increases. However, for more tasks, than the conventional models, the proposed work 

consumes only less power to complete the tasks. This performance is obtained for both 

cloud environments (Figure5). 

  

  

Figure 5: Analysis on power consumption: proposed and conventional models  

 

5.1.5 Analysis on response time 

Figure 6 explains the representation of performance of proposed work and other 

methods in terms of response time. The proposed model proves in this regard with less 
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response time, however, the conventional methods incur more time for response almost 

in all tasks variation.  

  

  

Figure 6: Analysis on response time: proposed and conventional models  

 

5.1.6 Analysis on Server Load 

 The performance of proposed algorithm is proved in the server load case also over 

the conventional models as per the illustration in Figure 7. The variation in tasks show 

the performance efficiency of the proposed work for both cloud environment.  

 

  

  

Figure 7: Analysis on Server load: proposed and conventional models 

 

 

5.1.7 Analysis on turnaround Time 

The turnaround time of the proposed work over the conventional models is evaluated 

and shown in Fig 8. The time when the process completes its execution must be 
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minimal, and this has been attained by the proposed algorithm. The conventional mod-

els show their poor performance in this regard with more time taken to complete the 

execution. This has been attained by the strong architecture developed, SIBWOA.  

 

  

  

Figure 8: Analysis on Turnaround Time: proposed and conventional models 

5.1.8 Convergence analysis  

 Figure9 shows the least convergence obtained by the proposed model than the 

conventional methods for both the cloud environment. The minimization of defined 

objective is attained by the proposed work when compared to the conventional models 

in both the cloud environments. Here, the iteration ranges from 0 to 100. The graphical 

representation reveals that the minimum convergence is attaining with the increase of 

iterations as when the iteration reaches to 100, the convergence rate reaches below 0.1, 

whereas the conventional methods shows high error rate. This has been observed in 

both the cloud environment. 

  

  

Figure 9: Convergence Analysis of proposed and conventional models 
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5.1.9 Statistical analysis 

Table I shows the statistical evaluation of the performance of proposed model over 

the other techniques. The evaluation is pretending to be done under the estimation of 

cases like median, standard deviation, minimum value, maximum value. The evalua-

tion is done in terms of error rate for both the cloud environment. The summarized 

value show the attainment of least error rate by the proposed work.  

Table I: Statistical analysis of proposed and conventional models 

 min max mean median std 

Cloud Environment- 1 

AOA 0.113943 0.847413 0.130109 0.113943 0.103549 

BOA 0.104375 1.100731 0.194437 0.122741 0.163865 

BWO 0.108938 0.298715 0.120191 0.108938 0.027378 

JS 0.180017 0.750005 0.290862 0.225329 0.1419 

TDO 0.106661 0.445693 0.12893 0.106661 0.065691 

PROP 0.084337 0.613675 0.189836 0.182233 0.073817 

Cloud Environment-2 

AOA 0.214055 1.229217 0.380653 0.266992 0.258022 

BOA 0.137362 0.754829 0.234943 0.230705 0.13116 

BWO 0.231417 0.390217 0.29883 0.290286 0.047492 

JS 0.210023 0.300033 0.262229 0.27003 0.039262 

TDO 0.254213 0.41336 0.313497 0.29645 0.052064 

PROP 0.090227 0.768262 0.132203 0.090227 0.146258 

 

 

6 Conclusion 

 In this paper, a SI-BWO based load balancing model was introduced in cloud. When 

received the user request for task in the cloud, the PM assigned certain VM based on 

power consumption, migration cost, memory usage, and load balancing. Some param-

eters like response time, turn around time, and server load were considered for load 

balancing in cloud. To attain efficient load balancing, the optimal VM was selected by 

utilizing this proposed Si-BWO optimization for computing. Finallymakespan, 

memory usage, migration cost, power consumption, response timeserver load, through-

put, turnaround time, and convergence of the proposed SI-BWO model were evaluated. 
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Nomenclature: 

 

Abbrevation Descriptions 

AO Associated Overhead 

BWO Black widow optimization 

CR Cannibalism rating 

DE Differential Evaluation 

DLB Deep load balancer 

FCFS First come first serve method 

IaaS Infrastructure as aService 

ILO Improved Lion Optimization 

LBCC-Hung Load Balancing Protocol for Cloud 

ComputingBased on Hungarian Method 

MRFO Manta Ray Forging Optimization 

MS Makespan 

MT Migration Time 

OBL Opposition based learning 

PaaS Platform as a Service 

PM Physical Machine 

RT Response Time 

SaaS Software as a Service 

SI-BWO Self improved black widow optimization 

VM Virtual Machine 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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