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Abstract. The large number of text documents available on the internet has resulted 

in a demand for quick access to get the essence for making decisions based on the 

available information. One method to overcome this problem is to use text 

summarization. There are 2 ways to summarize, namely abstractive and extractive. In 

this study, the extractive method was used to find sentences that were considered 

important. By using sentence scoring as a sentence weighting feature, the sentences 

are given weight by paying attention to the features frequency, Uppercase, Proper 

Noun, Sentence to Sentence Similarity, Numerical Data, Sentence Length, Sentence 

Position, and Similarity to the Title. Then the fuzzy logic algorithm is used to select 

words based on the value of the sentence score which creates a total of 6561 rules. 

Evaluation in this research uses a confusion matrix, using precision, recall and f-

measure measurements. In Indonesian CNN data, the evaluation results show an 

average precision value of 0.581, an average recall of 1.394 and an average f-measure 

of 0.796. Meanwhile, Indonesian media documents produce an average precision 

value of 0.481, recall 1.267 and f-measure 0.709. 

Keywords: Text Summarization, Sentence Scoring, Fuzzy Logic, Indonesian News 

Document. 

1. Introduction 

Information is a collection of messages that cannot be separated from human life, both 

information given and obtained from anywhere at any time and from anyone. Information 

overload is a problem caused by the ease of manipulating information, storing and 

distributing information. Bawden and Robinson define information overload as a term to 

represent the state of efficiency of individuals when using information in their activities is 

hampered due to the large amount of relevant information available [1]. The number of 

electronic text documents stored worldwide is incalculable. The development of the Internet 

played a role in the spread of articles and text documents. APJII website survey in 2023 has 

215 million and in 2024 has 221 million users and will continue to increase as time goes by 

[2].  
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The large number of text documents available on the internet has resulted in a demand for 

quick access to get the essence for making decisions based on the available information. 

One method to overcome this problem is to use text summarization. Text Summarization is 

the process of distilling the most important information from a source to produce a 

condensed version for a particular user and a particular task [3][4]. Feature selection in text 

summarization can be done using the sentences scoring method [5] to give a value to a 

sentence whose results will be used as a value that is processed in other methods to find the 

purpose of the research. There is research that uses feature extraction in text summarization 

in the form of four features, namely PositionScore, TitleScore, Similarity of semantic 

representation between sentences and document titles, Similarity of semantic representation 

between sentences and sentence clusters [6].  

Indonesian texts are very suitable for using the sentence scoring method to produce high 

scores. By using the sentence extraction method, sentences are produced in short form, or 

sentence summaries. Sentences are ranked by assigning weights and ranked based on their 

weights. High ranking sentences are extracted from the input document thereby extracting 

important sentences leading to a high quality summary of the input document [7]. 

There are several methods for producing decision models or rules based on training data, 

such as decision trees. However, other algorithms that are more sensitive to rules should be 

used, such as the fuzzy logic algorithm [8]. Fuzzy logic is developed based on human 

language (natural language). The aim is to bridge precise machine language with human 

language which emphasizes meaning or meaning (significance). In determining whether a 

sentence is important or not, an algorithm is not immediately used which only produces 

binary values, because the word "important" does not have a value of 1 or 0, therefore the 

fuzzy algorithm is very suitable to be used to determine whether a sentence is important or 

not. 

Sentences score is used to produce weights in each sentence based on 8 text features, namely 

TF / IDF, capital letters, nouns, signal phrases, numerical data, sentence length, sentence 

position, and similarity to the title [5]. Combined with the fuzzy logic method to determine 

the rules used, this will be a combination that is likely to be able to increase the F-Measure 

Score value. 

2. Materials And Methods 

2.1. Research Flow 

In this research, the methods used to summarize are sentence scoring and the fuzzy logic 

algorithm. The stages in this research are as follows: 
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Fig 1 Text Summarization stages with sentence scoring and fuzzy logic. 

In this research, the methods used to summarize are sentence scoring and the fuzzy logic 

algorithm. The stages in this research are as follows: 

a). Document: This is data used as complete news text from the data collection process 

carried out. 

b). Preprocessing: The stage of separating the document into sentences, from sentences 

into words per word, filtering the resulting words such as removing unimportant 

words, and turning each word into a basic word. 

 

 

 

 

 

 

 

 

Fig 2. Preprocessing 
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c). Sentence Scoring: Making every sentence have value. Sentence assessment consists 

of several methods, namely: tf-idf, uppercase, proper noun, sentence to sentence 

similarity, numerical data, sentence length, sentence position, similarity to title. 

d). Fuzzy logic: after obtaining the value for each sentence, fuzzy logic carries out a 

process to select sentences that are considered important, from the fuzzification, 

inference engine, and defuzzification stages. 

e). Extraction of Sentence: after the fuzzy logic process, a collection of sentences 

deemed important are produced which are then made into one paragraph. 

f). Summary: The results of extraction of sentences produce sentences which are the 

results of the summary. 

2.2. Data collection 

The data that will be used is data in the form of news articles originating from the Media 

Indonesia and CNN news websites. Initially, data that has many paragraphs will become 

several paragraphs depending on the important sentences. The more important sentences 

there are, the more sentences you get as a summary. 

2.3. Sentence Scoring 

Sentence scoring is a stage for giving a value to each sentence that has been carried out in 

the preprocessing stage, each sentence will be given a score or weight based on 8 weighting 

features [9]. There are TF / TDF sentences with capital letters, sentences with verbs, 

important phrases, numerical data, sentence length, sentence position, and similarities 

between sentences and titles. 

a). Frequency (F1)  

The weight is based on the number of terms that appear or words in the sentence 

[10] (STF) and the number of terms that appear or words in all sentences in the text 

(ISF). 

b). Uppercase (F2)  

Capital letters are a useful signal to readers. They have three main purposes: to tell 

the reader that a sentence is starting, to point out important words in a title, and to 

mark proper names and official titles[11]. This method gives higher weight to words 

that contain one or more capital letters, for example a person's name, city, country, 

and abbreviations.  

c). Proper Noun (F3)  

Sentences containing more proper nouns receive higher weighting and have a 

tendency to be selected into the document summary. 
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d). Sentence to Sentence Similarity (F4)  

The similarity between one sentence and another [12] gives higher weight if the 

sentence has similarities with other sentences. 

e). Numerical Data (F5)  

Numbers guarantee objectivity because they provide definite facts. The numbers 

themselves do not change based on interpretation, and different statistical models 

answer questions using the same data [13]. Summarize text considering the 

numerical data in the document. that's because usually sentences with it provide 

important information. 

f). Sentence Length (F6)  

A long sentence has higher weight. Length is calculated based on the total words in 

the sentence times the average length in the document. 

g). Sentence Position (F7)  

Sentence position is the position of the sentence in the paragraph. An assumption 

states that the last sentence is the conclusion so it is called the most important 

sentence [9]. 

h). Similarity to The Title  

Sentences that are similar to the document title are the same words appearing in the 

sentence and title. 

2.4. Fuzzy Logic 

After obtaining the value for each sentence feature, this value is used to create a rule for 

deciding which sentence will be used as a summary. The following are the stages of the 

fuzzy logic algorithm: 

a). Variables used: Sentence Scoring(F1-F8), Importance 

b). Variable Input: Sentence Scoring 

c). Determine the variable value 

 Sentence Scoring: High, Medium, Low 

 Importance: Important, Average, Not Important 

d). Determining Rules: 

The rules generated from the sentence scoring variables F1, F2, F3, F4, F5, F6, F7 

and F8 with 3 memberships namely Important, Average and Not Important above 

are 38 = 6561 rules. 
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The following is an example of a rule that produces the output value for each output 

variable: 

a). IF((TF-IDF is High) and (Uppercase is High) and (Proper Noun is High) and 

(Sentence to sentence similarity is High) and (Numerical Data is High) and 

(Sentence Length is High) and (Sentence Position is High) and (Similarity to the title 

is High) then Important) 

b). IF((TF-IDF is Medium) and (Uppercase is Medium) and (Proper Noun is Medium) 

and (Sentence to sentence similarity is Medium) and (Numerical Data is Medium) 

and (Sentence Length is Medium) and (Sentence Position is Medium) and 

(Similarity to the title is Medium) then Average ) 

c). IF((TF-IDF is Low) and (Uppercase is Low) and (Proper Noun is Low) and 

(Sentence to sentence similarity is Low) and (Numerical Data is Low) and (Sentence 

Length is Low) and (Sentence Position is Low) and (Similarity to the title is Low) 

then Unimportant) 

 

 

 

 

 

 

 

 

Fig 3. Fuzzy Logic Rules 

Next, in the fuzzification stage, the text features given as input are converted into linguistic 

values using membership functions. Fuzzification is the process of mapping crisp values 

into fuzzy values using membership functions to fuzzy sets. In the fuzzification process, the 

criteria that must be met are that all members of the crisp set must be in the fuzzy set [14]. 

The proposed model uses Triangular Member Function (TriMF) and Trapezoidal Member 

Function (TrapMF) for each feature and is divided into three fuzzy sets: Low, Medium, dan 

High. 
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Fig 4 Input Variable Membership Function. 

The sentence scoring membership function has 8 input variables, namely F1-F8, the image 

above is the F1 membership function. The range of membership function numbers F1 to F8 

is described in the Table 1. 

Table 1. Fuzzy Input Variable Range 

Variable 
Range 

Low Medium High 

F1 0-0.5 0.2-0.8 0.5-1 

F2 0-0.2 0.1-0.3 0.2-1 

F3 0-0.2 0.1-0.3 0.2-1 

F4 0-0.5 0.2-0.8 0.5-1 

F5 0-0.1 0.05-0.2 0.1-1 

F6 0-0.5 0.2-0.8 0.5-1 

F7 0-0.5 0.2-0.8 0.5-1 

F8 0-0.2 0.1-0.3 0.2-1 

3. Results 

Testing is carried out from the preprocessing process to the summary process which 

produces an extractive summary of the documents to be summarized, the Table 2 is an 

example of one of the data from Media Indonesia [15] that is processed. 

Table 2. Sentence Score & Fuzzy Score Overall Media Indonesia data. 

F1 F2 F3 F4 F5 F6 F7 F8 Fuzzy score 

0.348 0.584 0.584 1 0 0.632 0.034 0.077 0.497 

0.476 0.79 0.79 0.127 0 1 0.067 0 0.188 

0.351 0.778 0.778 0.934 0 0.474 0.1 0.1 0.501 
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F1 F2 F3 F4 F5 F6 F7 F8 Fuzzy score 

0.422 0.358 0.358 0.629 0 0.737 0.134 0.067 0.543 

0.46 0.4 0.4 0.16 0 0.264 0.167 0 0.195 

0.45 0.75 0.75 0.2 0 0.211 0.2 0 0.193 

0.404 0.637 0.637 0.655 0.091 0.579 0.234 0.084 0.549 

0.406 0.308 0.308 0.585 0 0.685 0.267 0.072 0.474 

0.413 0.334 0.334 0.4 0 0.158 0.3 0 0.202 

0.366 0.5 0.5 0.95 0 0.843 0.334 0.059 0.655 

0.372 0.77 0.77 0.924 0 0.685 0.367 0.072 0.543 

0.433 0.334 0.334 0.334 0.167 0.316 0.4 0 0.47 

0.443 0.75 0.75 0.35 0 0.843 0.434 0 0.362 

0.461 0.2 0.2 0.24 0.2 0.527 0.467 0 0.464 

0.399 0.5 0.5 0.4 0 0.106 0.5 0 0.202 

0.45 0.334 0.334 0.2 0 0.316 0.534 0 0.205 

0.396 0.143 0.143 0.6 0.143 0.737 0.567 0 0.34 

0.403 0.2 0.2 0.64 0 0.264 0.6 0 0.372 

0.5 0.334 0.334 0 0 0.158 0.634 0 0.209 

0.48 0.8 0.8 0.08 0 0.527 0.667 0 0.244 

0.443 0.334 0.334 0.4 0 0.632 0.7 0 0.403 

0.423 0.2 0.2 0.56 0 0.264 0.734 0 0.43 

0.427 0.375 0.375 0.45 0 0.422 0.767 0 0.429 

0.417 0.467 0.467 0.507 0 0.79 0.8 0 0.431 

0.419 0.429 0.429 0.343 0.143 0.369 0.834 0 0.521 

0.464 0.527 0.527 0.295 0 1 0.867 0 0.304 

0.438 0.706 0.706 0.4 0 0.895 0.9 0 0.41 

0.384 0.25 0.25 0.6 0 0.211 0.934 0 0.372 

0.447 0.334 0.334 0.267 0 0.158 0.967 0 0.195 

0.46 0.2 0.2 0.16 0 0.264 1 0 0.268 

 

Table 3. Sentence Score & Fuzzy Score Indonesian Media Summary. 

F1 F2 F3 F4 F5 F6 F7 F8 id Fuzzy score 

0.348 0.584 0.584 1 0 0.632 0.034 0.077 0 0.497 
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F1 F2 F3 F4 F5 F6 F7 F8 id Fuzzy score 

0.351 0.778 0.778 0.934 0 0.474 0.1 0.1 2 0.501 

0.422 0.358 0.358 0.629 0 0.737 0.134 0.067 3 0.543 

0.404 0.637 0.637 0.655 0.091 0.579 0.234 0.084 6 0.549 

0.406 0.308 0.308 0.585 0 0.685 0.267 0.072 7 0.474 

0.366 0.5 0.5 0.95 0 0.843 0.334 0.059 9 0.655 

0.372 0.77 0.77 0.924 0 0.685 0.367 0.072 10 0.543 

0.433 0.334 0.334 0.334 0.167 0.316 0.4 0 11 0.47 

0.461 0.2 0.2 0.24 0.2 0.527 0.467 0 13 0.464 

0.443 0.334 0.334 0.4 0 0.632 0.7 0 20 0.403 

0.423 0.2 0.2 0.56 0 0.264 0.734 0 21 0.43 

0.427 0.375 0.375 0.45 0 0.422 0.767 0 22 0.429 

0.417 0.467 0.467 0.507 0 0.79 0.8 0 23 0.431 

0.419 0.429 0.429 0.343 0.143 0.369 0.834 0 24 0.521 

0.438 0.706 0.706 0.4 0 0.895 0.9 0 26 0.41 

 

Table 4. Sentence Score & Fuzzy Score Overall CNN Indonesia data. 

F1 F2 F3 F4 F5 F6 F7 F8 id Fuzzy score 

0.388 0.762 0.762 0.381 0 0.914 0.04 0.116 0 0.392 

0.357 0.75 0.75 0.389 0.125 0.348 0.08 0.067 1 0.506 

0.287 0.534 0.534 0.815 0 0.653 0.12 0.046 2 0.449 

0.403 0.445 0.445 0.494 0 0.392 0.16 0.063 3 0.204 

0.411 0.273 0.273 0.526 0.091 0.479 0.2 0.056 4 0.443 

0.391 0.353 0.353 0.367 0.059 0.74 0.24 0.042 5 0.377 

0.304 0.445 0.445 0.889 0 0.392 0.28 0.063 6 0.419 

0.3 0.2 0.2 0.623 0 0.218 0.32 0 7 0.32 

0.353 0.358 0.358 0.635 0.072 0.609 0.36 0.048 8 0.486 

0.419 0.445 0.445 0.42 0 0.392 0.4 0.063 9 0.204 

0.369 0.445 0.445 0.544 0 0.392 0.44 0.134 10 0.375 

0.358 0.3 0.3 0.445 0 0.435 0.48 0.059 11 0.211 

0.419 0.4 0.4 0.578 0 0.218 0.52 0.084 12 0.253 

0.353 0.5 0.5 0.612 0 0.348 0.56 0.143 13 0.465 
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F1 F2 F3 F4 F5 F6 F7 F8 id Fuzzy score 

0.3 0.53 0.53 0.746 0.059 0.74 0.6 0.042 14 0.646 

0.406 0.625 0.625 0.278 0.125 0.348 0.64 0 15 0.499 

0.636 0.305 0.305 0.107 0.348 1 0.68 0 16 0.792 

0.5 0.334 0.334 0 0 0.131 0.72 0 17 0.198 

0.396 0.616 0.616 0.342 0.077 0.566 0.76 0 18 0.372 

0.371 0.5 0.5 0.778 0 0.174 0.8 0.091 19 0.341 

0.357 0.5 0.5 0.612 0 0.174 0.84 0 20 0.339 

0.406 0.8 0.8 0.489 0 0.435 0.88 0.059 21 0.414 

0.276 0.5 0.5 1 0 0.174 0.92 0 22 0.432 

0.523 0.286 0.286 0.508 0 0.305 0.96 0.072 23 0.339 

0.418 0.75 0.75 0.26 0.084 0.522 1 0 24 0.41 

 

Table 5. Sentence Score & Fuzzy Score CNN Indonesia Summary. 

F1 F2 F3 F4 F5 F6 F7 F8 id Fuzzy score 

0.357 0.75 0.75 0.389 0.125 0.348 0.08 0.067 1 0.506 

0.287 0.534 0.534 0.815 0 0.653 0.12 0.046 2 0.449 

0.411 0.273 0.273 0.526 0.091 0.479 0.2 0.056 4 0.443 

0.304 0.445 0.445 0.889 0 0.392 0.28 0.063 6 0.419 

0.353 0.358 0.358 0.635 0.072 0.609 0.36 0.048 8 0.486 

0.353 0.5 0.5 0.612 0 0.348 0.56 0.143 13 0.465 

0.3 0.53 0.53 0.746 0.059 0.74 0.6 0.042 14 0.646 

0.406 0.625 0.625 0.278 0.125 0.348 0.64 0 15 0.499 

0.636 0.305 0.305 0.107 0.348 1 0.68 0 16 0.792 

0.406 0.8 0.8 0.489 0 0.435 0.88 0.059 21 0.414 

0.276 0.5 0.5 1 0 0.174 0.92 0 22 0.432 

0.418 0.75 0.75 0.26 0.084 0.522 1 0 24 0.41 

 

The Table 2 is the result of the sentence scoring process for Indonesian media data which 

produces F1 to F8, then the process is carried out again, namely the values from F1 to F8 

to produce a Fuzzy Score in Table 3. 

140             B. Ansor et al.



 

Sort based on the largest to smallest fuzzy score, then take 50% of the sentences from all 

the sentences in the document to be like the Table 3. 

Next, testing is carried out from the preprocessing process to the summary process which 

produces an extractive summary of the documents to be summarized. The Table 4 is an 

example of one of the data from CNN Indonesia that is processed and the result of the 

sentence scoring process for Indonesian media data which produces F1 to F8. Then, the 

process is carried out again, namely the values from F1 to F8 to produce a Fuzzy Score in 

the Table 5. 

Summarization system testing uses precision, recall, and f-measure. The precision method 

evaluates the accurate proportion of sentences in the summary, while the recall method 

evaluates the relevance of the sentence proportion of the summary. 

The following are the evaluation results from CNN Indonesia data: 

Table 6. Fuzzy Input Variable Range 

No Precision Recall F1-Score 

1 0.5 1.4 0.73684 

2 0.75 1.1875 0.91935 

3 0.61538 1.38462 0.85207 

4 0.54545 1.35714 0.77816 

5 0.58333 1.41667 0.82639 

6 0.46154 1.58333 0.71473 

7 0.875 1.07143 0.9633 

8 0.6 1.3871 0.83766 

9 0.36364 1.53846 0.58824 

10 0.44444 1.5 0.68571 

11 0.6 1.38095 0.83654 

12 0.5 1.42857 0.74074 

13 0.36842 1.92308 0.61837 

14 0.81818 1.13333 0.95031 

15 0.7 1.23077 0.89243 

 

If illustrated graphically, it can be seen as follows: 
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Fig 5. CNN Indonesia Document Evaluation Score Graph. 

The image above is the precision, recall and f-measure values from CNN Indonesia 

documents produced by the sentence scoring and fuzzy logic algorithms. 

 

 

 

 

 

 

 

 

Fig 6. Precision, Recall and F-Measure CNN Indonesia. 

The following are the evaluation results from Media Indonesia data: 

Table 7. Evaluation of Indonesian Media Data 

No Precision Recall F1-Score 

1 0.66667 1.5 0.92308 

2 0.58824 1.53846 0.85106 

3 0.33333 2.4 0.58537 

4 0.33333 2 0.57143 

5 0.30769 2.125 0.53755 

6 0.66667 1.30769 0.88312 

7 0.58333 1.41667 0.82639 

8 0.69231 1.26667 0.89529 
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No Precision Recall F1-Score 

9 0.625 1.27273 0.83832 

10 0.27273 2.33333 0.48837 

11 0.63636 1.28571 0.85135 

12 0.38462 1.66667 0.625 

13 0.55556 1.5 0.81081 

14 0.125 2.75 0.23913 

15 0.45455 1.66667 0.71429 

If illustrated graphically, it can be seen as follows: 

 

 

 

 

 

 

 

 

 

Fig 7. Indonesian Media Document Evaluation Score Graph. 

The image above is the precision, recall and f-measure values from Media Indonesia 

documents produced by the sentence scoring and fuzzy logic algorithms. 

 

 

 

 

 

 

 

 

Fig 8. Precision, Recall and F-Measure Media Indonesia. 
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4. Conclusion 

The conclusion that can be drawn from the results and discussion above is text 

summarization using sentence scoring as a feature and fuzzy logic as a rule for extractive 

word selection, with 8 features produced and the rules used to summarize Indonesian 

language document text from Indonesian CNN documents resulting in the average Precision 

value is 0.581, the average Recall is 1.394 and the average F-Measure is 0.796. Meanwhile, 

Indonesian media documents produce an average Precision value of 0.481, Recall 1.267 

and F-Measure 0.709. From the results above, it shows that text summarization of 

Indonesian documents using sentence scoring and fuzzy logic is able to produce an F-Score 

value with a maximum value of 0.963, with an average F-Score of 0.796. 
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