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Abstract. Soursop leaves have a myriad of uses, including boosting the immune 

system, helping fight cancer cells. The leaf, which has the scientific name Annona 

Muricata, has become the target of residents who choose alternative paths in natural 

medicine. Soursop leaves grow abundantly across Indonesia, from lowlands up to 

1,000 meters above sea level. Generally, identifying the type of leaf is done visually. 

Moreover, the shape and colour are very similar to avocado leaves. Therefore, a study 

was conducted to identify soursop leaves based on RGB color feature extraction. The 

method chosen in this study was backpropagation neural network as one of the best 

algorithms that perform well in image identification. In this study, two 

backpropagation neural network models were utilized to compare the performance 

between the training and testing systems. The results obtained the best combination 

of parameter settings which were 6 for the input layers and 5 for the output layer. And 

the best combination for the Gabor filter was 45º for orientation angle and 8 for 

wavelength. Thus, this study was able to achieve an average accuracy of 90%. For 

future works, we recommend using other feature extraction techniques, such as 

geometry, KK-Nearest Neighbour, histogram, and PCA to then be compared with 

Gabor filter extraction. 
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1. Introduction 

Soursop fruit or (Annona Muricata Linn). This fruit includes fruit that is easy to grow in 

various places. The name soursop itself comes from the Dutch language, namely Zuurzak, 

which means sour bag . Soursop is an annual plant, which means it can grow all year round, 

provided that the water in the soil is sufficient for the growth process. Soursop fruit plants 

are spread in Indonesia, ranging from lowland areas with a fairly hot climate to highlands 

with a fairly cold climate with an altitude of 1000 meters above sea level. Soursop is 

classified into[1]: 

Kingdom  : Plantae 
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Division    : Spermatrophyta 

Subdivision  : Angiosperms 

Class    : Dicotyledonea 

So far, soursop fruit plants are cultivated for their fruit. Soursop has very high vitamin C 

tha’s way it’s widely consumed by many people. In addition, soursop fruit also contains 

carbohydrates and addition, the content of soursop fruit which is rich in vitamin C can 

increase stamina and facilitate breast milk. 

It is not just the fruit that has benefits, soursop leaf flowers also have efficacy for treating 

bronchitis and coughs. Additionally, soursop fruit seeds are effective for preventing and 

treating constipation, flatulence, dizziness, nausea, vomiting, as well as getting rid of head 

lice, skin parasites, and worms. The bark is utilized for treating asthma, cough, 

hypertension, and seizures. Equally important are the leaves - soursop leaves are efficacious 

for treating heart disease, diabetes, and cancer as they contain antioxidant compounds. 

Soursop leaves have abundant antioxidants consisting of polyphenol compounds, saponins 

and bioflavonoids. The advantage of these antioxidants is protecting the body from the 

threats of free radicals and diseases that constantly lurk in the body [2]. 

The development of computing science is currently experiencing very rapid progress. One 

of its applications is an automatic object recognition method using a computer, by taking 

and processing information based on image data (4 from leaf disease journals). Image 

processing is expected to be an option in the introduction or identification of soursop leaves. 

One method of image recognition is the RGB color feature extraction method. The leaf 

image is extracted to get the RGB value with the value taken is the average value of all 

pixels[3]–[11] .  

Various studies were carried out using image processing techniques combined with 

artificial neural networks. Gray Level Co-Occurrence Matrix (GLCM) feature extraction 

on surface images of tropical fruit leaves is used as input for training artificial neural 

networks for the identification process (identification of tropical fruit). Extraction of RGB 

color features is used as input for artificial neural networks to identify types of medicinal 

plants for hypertension. (Identification of medicinal plants for hypertension). By using 

different objects and different methods, this research will carry out the process of 

identifying soursop leaves using RGB color feature extraction. This research use 

backpropagation neural network to identification process. 

The research method utilized is a backpropagation neural network. Backpropagation is one 

of the training techniques in artificial neural network algorithms. Aside from 

backpropagation, there is also forward propagation. Both types of training techniques, 

backpropagation and forward propagation, iterate to determine the weight and bias values 

to reduce errors. Artificial neural network algorithms are very adept at handling complex 

patterns. In research on plant species identification using ANN, a success rate of 93.6% was 
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obtained. Research on tea leaf image identification yielded a 95.45% success rate. Iris 

identification attained a 100% success rate. Identification of medicinal plant types can reach 

a rate of 72%. And in other studies, the percentage of success was also obtained with an 

average above 90% [3]–[7], [9], [12]–[19]. 

2. Methods 

The identification method used is a neural network backpropagation. The backpropagation 

algorithm is one of the ANN techniques which has 2 (two) phases, namely forward and 

backward. These two phases are carried out iteratively to change the bias and weight values 

to reduce errors. Artificial neural networks have 2 (two) stages, namely training and testing. 

In outline the research stages of this system can be shown in the figure. The required data 

is 90 (ninety) images of soursop leaves and avocado leaves consisting of 70 images for data 

training and 20 images for data testing. 

2.1. Input Data Image 

The data used in this research is divided into 2, namely training data and testing data. The 

training data uses 50 images of soursop leaves and 50 images of avocado leaves. Soursop 

leaves were obtained from gardens in Semarang, Indonesia. Meanwhile, avocado leaves 

were obtained from Simo, Central Java. Images of soursop leaves and avocados were taken 

using the Samsung M12 camera device with camera specifications, 2 Mega Pixel macro 

camera, 5 Mega Pixel ultra wide camera, 48 Mega Pixel main camera, and 2 Mega Pixel 

depth camera. In the process of taking pictures using only sunlight and using a light yellow 

paper background. 

2.2. Resize Images 

The first process to be performed is image resizing which is an operation to change a pixel 

size in a digital image. In this process, the images of soursop leaves and avocado leaves 

from the camera device are converted to a size of 256 x 256 pixels to minimize computing 

time so that the computer can work fast. 

2.3. Extraction of RGB Color Features 

The next step is to extract the Red Green Blue color characteristics to take the value of 

each Red Green Blue component. This research pays attention to color content as an input 

value. However, in general color feature extraction does not pay attention to the size or 

location of the image but only pays attention to the pixels in the image. 
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2.4. Gabor Filter Feature Extraction 

The computation of the six parameters in the Gabor Filter involves two calculation orders. 

In this study, a first-order Gabor filter is employed, initiating the calculation of the entropy 

formula value for an irregular shape by utilizing the image histogram value. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. Flow Chart 

2.5. Training  

The training procedure involves utilizing a constructed network architecture designed to 

acquire the most effective weights. Once these optimal weights are achieved, they are stored 

for subsequent testing, specifically for the identification of soursop leaf images. During the 

testing phase, users input test data to conduct evaluations, yielding results in the form of 

extracted RGB color features. The outcomes of these tests are then compared to predefined 

targets to assess the system's proficiency in comprehending the training data it has been 

exposed to. 
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Table 1.  Data Image 

No Data Image Name 

1  

 

Avocado Leaves 

2  Avocado Leaves 

3  Soursop leaves 
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No Data Image Name 

4  Soursop leaves 

5  Soursop leaves 

 

2.6. Testing 

Following the completion of the training phase, evaluations are conducted on the trained 

network. The implementation of neural network algorithms involves the execution of 

forward propagation, succeeded by backward propagation, for all training patterns. This 

step signifies the process of training a neural network, achieved by adjusting the weights. 

Upon the conclusion of the training process, a subsequent stage involves addressing new 

problems, known as the mapping or testing phase. In this phase, the network's efficacy in 

recognizing novel input patterns is assessed through a testing process that involves 

comparing the output values with the desired targets to determine the success rate. 
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3. Result and Discussion 

In this research, the Lavenberg Marquardt network's training function, known as train-lm, 

is employed. Trainlm is not only the default for the forward propagation training function 

but is specifically utilized for problems involving approximation functions where the 

network possesses fewer than one hundred weights and precise approximation is essential. 

However, it should be noted that trainlm demands substantial memory resources during the 

training process. Table 1 outlines the training parameters for the artificial neural network 

using the Lavenberg-Marquardt (trainlm) network training function. These parameters 

require adjustment prior to training to achieve optimal training outcomes. 

 

The artificial neural network's architecture comprises 6 inputs, including R, G, B values, 

entropy, mean, and variance, with 2 hidden layers and 2 outputs representing images of 

soursop leaves and avocado leaves. The first hidden layer incorporates 30 neurons utilizing 

the tantig activation function, while the second hidden layer comprises 15 neurons 

employing the logsig activation function. The output layer utilizes the purelin activation 

function with 2 neurons. Additionally, neurons in the hidden layers use the logsig activation 

function, and the output layer deploys the purelin activation function with 2 neurons. 

 

Table 2. Artificial neural network architectural design 

 

Characteristic Specification 

Neuron Input Layer 6 

Neuron Hidden Layer 1 20 

Neuron Hidden Layer 2 15 

Neuron Output Layer 1 

Activation function Tansig-logsig-purelin 

Algorithm Training Traingdx 

Error Maximum 10-5 

Set Epoch Maximum 1000 

 

Table 3. Testing Scenario 

 

No. 
Gabor Filter Accuracy 

Wavelength Ɵ Training Testing 

1 2 45º 100% 0% 

2 3 45º 100% 0% 

3 4 45º 100% 0% 

4 5 45º 100% 35% 

216             L. Muntasiroh et al.



   

 

No. 
Gabor Filter Accuracy 

Wavelength Ɵ Training Testing 

5 6 45º 100% 60% 

6 7 45º 100% 70% 

7 8 45º 100% 90% 

8 2 90º 100% 0% 

9 3 90o 100% 0% 

10 4 90o 100% 5% 

11 5 90o 100% 5% 

12 6 90o 100% 60% 

13 7 90o 100% 55% 

14 8 90º 100% 65% 

15 2 135o 100% 0% 

16 3 135o 100% 0% 

17 4 135o 100% 0% 

18 5 135o 100% 5% 

19 6 135º 100% 45% 

20 7 135º 100% 55% 

21 8 135º 100% 60% 

 

The examination was conducted utilizing a network architecture derived from the optimal 

training outcomes identified in Table 2. A set of 20 data points was employed for the test, 

comprising 10 test images of soursop leaves and 10 test images of avocado leaves. Notably, 

this dataset had not been utilized in any prior stages of network training. The primary aim 

of the testing phase is to assess the network's ability to generate outputs in alignment with 

the specified targets, particularly when presented with different input data-data that has not 

been introduced to the network during the training process. 

The tests encompassed a systematic exploration of Gabor filter parameters, involving 

alterations in wavelength and angle orientation. This iterative process aimed to identify the 

most effective combination, as illustrated in Table 2 showcasing the various test scenarios. 

The objective was to evaluate the network's proficiency in recognizing diverse input data 

patterns. 

Table 4. Results 

Image Results 

Image 1-1 Recognized 

Image 1-2 Recognized 
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Image Results 

Image 1-3 Recognized 

Image 1-4 Recognized 

Image 1-5 Recognized 

Image 1-6 Recognized 

Image 1-7 Recognized 

Image 1-8 Recognized 

Image 1-9 Recognized 

Image 1-10 Not Recognized 

Image 2-1 Recognized 

Image 2-2 Recognized 

Image 2-3 Recognized 

Image 2-4 Recognized 

Image 2-5 Recognized 

Image 2-6 Recognized 

Image 2-7 Recognized 

Image 2-8 Not Recognized 

Image 2-9 Recognized 

Image 2-10 Recognized 

 

The validation scores for the ninth test are as follows: 

Validation = 
18

20
 x 100 % = 90%                                  (1) 

The validation metric is calculated by dividing the number of accurately classified images 

by the total number of test images and then multiplying the result by 100%. This value is 

derived from 18 instances of testing, each conducted under different conditions. The 

average time taken for these tests is 4.1 seconds, utilizing the training set. The training and 

testing processes were repeated 18 times, as indicated in Table 2. 

The testing phase involves the evaluation of 20 images, excluding those present in the 

training dataset. The outcomes, based on varying test parameters, are detailed in Table 4. 

4. Conclusion 

The conclusion that can be drawn based on the research results is that the image processing 

method was successfully carried out through the RGB color feature extraction process. The 

use of feature extraction using a Gabor filter of order 1 is carried out through 6 (six) 

parameters, namely the values of R, G, B, mean, variance and entropy. The performance of 
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the Gabor filter and the artificial neural network are able to work well as the training and 

testing process is relatively fast, which is around 4 seconds. So that the obtained accuracy 

value is 90%. Future research is expected to be able to use other feature extraction, such as 

geometry, KK-Nearest, histogram, and PCA to then be compared with Gabor filter 

extraction. 
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