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Abstract. This pioneering research integrates human-centric data science into 

the field of psychology, specifically focusing on the analysis of factors influenc-

ing love confession and outcome prediction. By conducting a comprehensive 

questionnaire survey, we collected love confession-related data from 1000 young 

individuals in China. Following preprocessing techniques such as normalization, 

SMOTE oversampling, and polynomial feature engineering, we conducted in-

depth analysis of the influencing factors and their correlations using methods in-

cluding Point-biserial analysis, Spearman correlation coefficient, and random 

forest feature importance. Subsequently, we employed various machine learning 

algorithms, such as logistic regression, decision tree, randomforest, xgboost, 

Adaboosting and Stacking, to construct classification models for predicting love 

confession outcomes, achieving a maximum F1-score of 0.9 on the test dataset. 

Finally, we successfully employed a feed-forward neural network model, achiev-

ing an F1-score of 1.0 for love confession outcome prediction. This study repre-

sents a successful exploration of the novel application of artificial intelligence 

algorithms in the context of love confession. 

Keywords: Love Confession; Artificial Intelligence; Machine learning; Ques-

tionnaire Surveys; Human-Centric Data Science 

1 Introduction 

Human-centered data science is an emerging interdisciplinary field that focuses on uti-

lizing data analytics techniques and advanced technologies to gain deep insights into 

human behavior, preferences, and experiences. It places human factors at the core of 

data-driven research and applications, aiming to understand and address human needs 

and challenges[1]. The core of human-centered data science combines principles from 

various disciplines, including computer science, statistics, psychology, and sociol-

ogy[2]. 
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Love confession, as a cross-disciplinary field of human-centered data science and 
psychology, has been rarely predicted through algorithms in previous research. For in-
stance, previous studies such as "Mathematical Model of Male Pursuing Female" uti-
lized differential equations to derive pursuit strategies[3]. However, previous research 
has been unable to effectively predict love confession outcomes, and the conclusions 
obtained have not been well applicable in practice. 

This paper introduces, for the first time, a modeling and prediction of love confession 
outcomes using a combination of artificial intelligence algorithms and questionnaire sur-
veys, opening up new avenues for exploring and analyzing complex love confession be-
haviors. In this study, we collected comprehensive data through a questionnaire survey of 
1000 young individuals in China. After conducting feature engineering and analyzing the 
correlation of influencing factors, we employed machine learning algorithms, including 
logistic regression, decision tree, randomforest, xgboost, Adaboosting, and Stacking, to 
construct classification models for predicting love confession outcomes[4]. Additionally, 
we utilized a feed-forward neural network model to achieve more accurate predictions, 
ultimately achieving accuracy and F1-score of 1.0 on the test set, demonstrating the ex-
cellent performance of the model. 

This study can alleviate some uncertainties and anxieties, helping individuals make 
more informed decisions. When faced with the decision to love confess, individuals can 
utilize the predictive results of this study as a reference, assisting them in evaluating 
and analyzing potential confession outcomes from a scientific perspective. Further-
more, it provides valuable insights for researchers and practitioners in psychology and 
relationship counseling, aiding in better understanding human behavior and psycholog-
ical processes and providing scientific support for related fields' theories and practices.  

2 Method 

2.1 Dataset Used in the Study 

The love confession-related data used in this study consisted of responses obtained 
through a questionnaire survey from 1000 young individuals in China. Some question-
naire surveys tend to inquire about the subjective feelings and thoughts of the respond-
ents. However, this subjectivity can lead to inaccuracies in predicting outcomes. There-
fore, this study primarily focused on collecting objective information variables to mit-
igate the subjective nature of the questionnaire. The dataset comprised 21 columns, 
including variables such as love confession outcome (1 for success, 0 for failure), gen-
der, age, height, weight, educational gap, duration of acquaintance, different location, 
duration of pursuit, frequency of communication, frequency of hanging out, and so on. 
The love confession outcome served as the dependent variable, while the remaining 20 
variables were treated as independent variables. Among the 1000 observations, 571 
love confessions were successful, while 429 were unsuccessful. 

To begin, we transformed the categorical variables in the dataset. Categorical varia-
bles with an ordinal relationship were assigned numerical values, while other categori-
cal variables were converted into dummy variables using one-hot encoding in subse-
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quent analyses[5]. For instance, variables such as "self-appearance level" and "appear-
ance level of the confession target" had four ordinal categories: low, moderate, high, 
and very high. We defined these categories as 0, 1, 2, and 3, respectively. Similarly, the 
variables "frequency of hanging out" and "frequency of communication" also had four 
categories: never, rarely, occasionally, and frequently, which we defined as 0, 1, 2, and 
3, respectively. The same approach was applied to other variables. After the conversion, 
we obtained the basic descriptive statistics for the entire dataset, as presented in Table 
1. 

Table 1. Rudimentary descriptive statistics of the numerical variables and categorical variables 

 Min Mean Max Std Median Count 

Love confession 
outcome 

0.00 0.54 1.00 0.50 1.00 1000.00 

Gender 0.00 0.45 35.00 0.50 0.00 1000.00 

Age 13.00 21.26 35.00 3.87 21.00 1000.00 

Age of the confes-
sion target 

13.00 21.36 189.00 3.79 21.00 1000.00 

Height 147.00 167.93 92.00 7.88 168.00 1000.00 

Weight 39.90 57.65 3.00 9.71 56.00 1000.00 

Self-appearance 
level 

0.00 1.47 3.00 0.61 1.00 1000.00 

Appearance level 
of the confession 

target 
0.00 1.92 1.00 0.69 2.00 1000.00 

Educational gap 0.00 0.06 1.00 0.24 0.00 1000.00 

Different location 0.00 0.25 1.00 0.43 0.00 1000.00 

Duration of ac-
quaintance 

0.00 2.14 4.00 1.21 2.00 1000.00 

Duration of pursuit 0.00 2.15 4.00 1.27 2.00 1000.00 

Whether they were 
close friends 

0.00 0.58 1.00 0.49 1.00 1000.00 

Frequency of hang-
ing out 

0.00 1.90 3.00 0.95 2.00 1000.00 

Frequency of com-
munication 

0.00 2.61 3.00 0.66 3.00 1000.00 

Compatibility of 
hobbies 

0.00 2.18 4.00 0.97 2.00 1000.00 

 Unique Mode 
Top Fre-
quency 

Count   

Educational back-
ground at the time 

of confession 
5.00 

Undergrad-
uate 

608 1000.00   
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Personality traits 3.00 
Extro-

verted per-
sonality 

419 1000.00   

Method of ac-
quaintance 

6.00 

Class-
mate/Col-

league rela-
tionship 

656 1000.00   

Attitude of the con-
fession target when 

replying to mes-
sages online 

4.00 Normal 432 1000.00   

Form of love con-
fession 

4.00 
Face to 

face 
419 1000.00   

Dummy variables, also referred to as indicator variables, are binary variables em-
ployed to represent categorical variables[6]. In our study, we employed one-hot encod-
ing to transform the five categorical variables in Table 1 into dummy variables, facili-
tating subsequent analysis. 

2.2 Exploration of Correlation 

The Point-Biserial Correlation is a statistical method used to measure the correlation 
between a binary variable and a continuous variable[7]. It is calculated based on the 
Point-Biserial Correlation Coefficient, which ranges from -1 to 1. In Point-Biserial cor-
relation analysis, the p-value is used for significance testing. The p-value ranges from 
0 to 1, and a p-value < 0.05 indicates significant correlation, with values closer to 0 
indicating higher significance. On the other hand, the Spearman correlation coefficient 
is a non-parametric statistical method used to measure the monotonic relationship be-
tween two variables. The Spearman correlation coefficient is calculated based on the 
ranks of the variables, rather than the actual values . It also ranges from -1 to 1. Addi-
tionally, in this study, the feature importance of the random forest was evaluated by 
calculating the decrease in Gini impurity for each feature during node splitting, using 
the Gini impurity-based method[8]. This quantifies the importance of each feature in 
predicting the outcome.  

Firstly, we explored the relationships among the independent variables. By calculat-
ing the Spearman correlation coefficients between the independent variables, we ob-
served that the majority of variables did not exhibit strong correlations. However, it is 
noteworthy that the variables "Frequency of communication," "Compatibility of hob-
bies," and "Whether they were close friends" showed some positive correlations with 
the variable "Frequency of hanging out," with Spearman correlation coefficients of 
0.45, 0.33, and 0.36, respectively. Additionally, the variable "Positive attitude of the 
confession target when replying to messages online" displayed a moderate correlation 
with "Frequency of hanging out," with a coefficient of 0.28. Furthermore, it had a cor-
relation coefficient of 0.24 with the variable "Self-appearance level". 

Secondly, we explored the impact of each independent variable on the dependent 
variable using Point-Biserial correlation analysis, Spearman correlation coefficient, and 
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random forest feature importance. The variables with high correlation are shown in 
Table 2. 

Table 2. The variables that exhibit a high correlation with the love confession outcome 

 
P-

value 

Point-Biserial 
correlation co-

efficient 

Spearman cor-
relation coeffi-

cient 

Randomforest 
feature im-
portance 

Positive attitude of the confes-
sion target when replying to 

messages online 
0.000 0.395 0.396 0.174 

Frequency of hanging out 0.000 0.302 0.303 0.162 
Normal attitude of the confes-
sion target when replying to 

messages online 
0.000 -0.261 -0.261 0.079 

Face to face 0.000 0.234 0.235 0.075 
Message (e.g., Wechat) 0.000 -0.229 -0.228 0.061 
Self-appearance level 0.000 0.219 0.227 0.059 

Compatibility of hobbies 0.000 0.217 0.216 0.058 
Introverted personality 0.000 -0.210 -0.211 0.056 

Frequency of communication 0.000 0.203 0.222 0.044 
Negative attitude of the con-

fession target when replying to 
messages online 

0.000 -0.194 -0.157 0.036 

Sometimes hot and sometime 
cold 

0.001 -0.166 -0.144 0.032 

Through the analysis of 1000 respondents, it can be concluded that features such as 
gender, height, weight, educational gap, and whether they are in different locations have 
little correlation with the love confession outcome. It is noteworthy that the duration of 
acquaintance and the duration of pursuit also do not show significant correlation with 
the love confession outcome. Therefore, in these 1000 samples, it is not necessarily the 
case that the longer the pursuit, the higher the probability of successful confession. The 
correlation is actually not substantial. 

Furthermore, it was found that the attitude of the confession target when replying to 
messages online is an important factor. If the target responds with a positive attitude, it 
significantly increases the probability of a successful confession. On the other hand, if 
the target exhibits a normal, negative, or inconsistent attitude, it is negatively correlated 
with the love confession outcome. The reason why the negative attitude has a stronger 
negative correlation than the normal attitude may be due to sample bias. When the tar-
get responds with a negative attitude, people generally tend not to confess, resulting in 
fewer observed values. 

Frequency of hanging out, frequency of communication, compatibility of hobbies, 
and self-appearance level are positively correlated with the love confession outcome, 
with frequency of hanging out being the most important. In terms of the choice of con-
fession method, face-to-face confession is positively correlated, while message-based 
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confession is negatively correlated with the love confession outcome. This may be be-
cause face-to-face confession better expresses individuals' emotions and sincerity, but 
further research is needed to investigate this aspect. Additionally, introverted personal-
ity is negatively correlated with the confession outcome to some extent. 

Polynomial feature processing is a commonly used data preprocessing method aimed 
at expanding the original feature space to capture more nonlinear relationships among 
features[9]. It achieves this by expanding the combinations and powers of the original 
features into new features, enabling the model to better fit the nonlinear relationships 
in the data.  In this study, the polynomial feature processing method is applied to ana-
lyze the impact of combined variables on the outcome of love confessions, in order to 
comprehensively consider the interactions among features. The study found that the 
combined effects of variables such as "Self-appearance level," "Frequency of commu-
nication," "Frequency of hanging out," and "Positive attitude of the confession target 
when replying to messages online" have a significant influence on the confession out-
come.  Particularly noteworthy are the variables "Positive attitude" and "Self-appear-
ance level," followed by "Frequency of hanging out."  Furthermore, there exists a cer-
tain positive correlation among these four variables themselves.  When an individual 
scores high in at least three or all four of these variables, the model is highly likely to 
predict a successful outcome for their love confession. 

Based on the analysis of correlation in this chapter, we can preliminarily derive the 
following strategies: 1. Do not deliberately prolong the pursuit time as it does not ef-
fectively increase the probability of success. Instead, follow your inner feelings; 2. In-
crease the frequency of hanging out and participate in activities that align with the tar-
get's interests and hobbies; 3. Pay attention to personal appearance and grooming; 4. 
Opt for face-to-face love confession methods whenever possible; 5. Take into account 
the target's attitude when responding to messages online, as a positive response in-
creases the likelihood of success. By considering these strategies and leveraging the 
insights gained from the analysis, individuals can improve their approach to love con-
fessions and increase the chances of a positive outcome. 

2.3 Feature Engineering 

Compared to Z-score standardization, normalization has the main advantage of not as-
suming any specific data distribution and preserving the relative relationships of the 
original data[10]. On the other hand, Z-score standardization transforms the data into a 
standard normal distribution with a mean of 0 and a standard deviation of 1. It is suitable 
for standardizing data to adhere to the assumption of a normal distribution. In contrast, 
normalization is more suitable for scenarios where data needs to be scaled to a specific 
range without considering the distribution shape. Therefore, in this study, the min-max 
scaling method was utilized to normalize the numerical variables. This transformation 
rescaled the data to the range of [0, 1]. The purpose was to improve the convergence 
speed of algorithms, eliminate dimensional differences among features, and mitigate 
the dominant influence of certain features. 

Then, we divided the dataset into a training set and a test set in a ratio of 7:3. The 
training set and test set consisted of 700 and 300 observations, respectively. Next, we 
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applied the SMOTE algorithm to the training set for oversampling. Unlike random 
oversampling, SMOTE generates new synthetic samples by interpolating between mi-
nority class samples, rather than simply duplicating existing samples. This approach 
reduces redundancy and repetition among samples. The principle of the SMOTE algo-
rithm assumes that {A1}, {A2}, ..., {An} represent n classes of samples, and {Ak} has 
a small sample size that needs to be expanded. Starting with a selected sample a1 from 
this class, the algorithm calculates the distances between a1 and other samples in the 
same class, and selects the K nearest neighbors. Then, a random neighbor sample a2 is 
chosen from the K neighbors, and a new synthetic sample ak1 is generated as ak1 = ra1 
+ (1 − r)a2, where r ∈ [0, 1]. This process is repeated until the desired number of 
samples is obtained. Through the generation of synthetic samples, SMOTE can better 
preserve the diversity of minority class samples, alleviate the risk of overfitting, and 
improve the generalization ability of the model. 

In this study, the PolynomialFeatures class from the scikit-learn library in Python 
was employed to perform polynomial feature processing on the original data. This 
transformation converted the original features into new features that included various 
higher-order terms and interaction terms of the original features. However, polynomial 
feature processing introduces additional features, thereby increasing the complexity 
and computational cost of the model. It can also potentially lead to issues such as feature 
dimension explosion and overfitting. Therefore, after polynomial feature processing, 
we applied PCA (Principal Component Analysis) for dimensionality reduction, reduc-
ing the feature space to 50 dimensions. 

2.4 Machine Learning Model Building 

After performing feature engineering, we applied various machine learning algorithms 
for modeling. Firstly, we used logistic regression[11]. Given a sample set {Xm} formed 
by a set of n-dimensional column vectors {xin}, we constructed a regression function to 
predict future scenarios. To begin with, given a parameter vector θ, also n-dimensional, 
the regression function is defined as 𝑔ఏሺxሻ  ൌ

ଵ

ଵേ௘షഇᇲೣ . This is a classification function 

that predicts the probability of an event occurrence, where the value of 𝑔ሺxሻ represents 
the probability of a certain event being predicted. Then, we defined the loss function as 
(1): 

 ൜
𝐶𝑜𝑠𝑡ሺ𝑔ఏሺxሻ, yሻ ൌ െ logሺ𝑔ఏሺxሻሻ    𝑦 ൌ 1

𝐶𝑜𝑠𝑡ሺ𝑔ఏሺxሻ, yሻ ൌ െ logሺ1 െ 𝑔ఏሺxሻሻ    𝑦 ൌ 0 (1) 

The update formula for gradient descent is obtained by taking the partial derivative 
of θ, and it is given as (2): 

 θ୨: ൌ  θ୨ െ 𝛼
ଵ

௠
∑ ሺ𝑔ఏሺ𝑥ሺ௝ሻ

ሺ௜ሻሻ െ 𝑦ሺ௜ሻሻ௠
௜ୀଵ 𝑥ሺ௝ሻ

ሺ௜ሻ (2) 

Next, we built a classification tree model based on the ID3 algorithm. We calculated 
the initial entropy 𝐸𝑛𝑡ሺ𝐷ሻ ൌ ∑ ൌ 𝑝௜

௖
௜ logଶ 𝑝௜ , and then computed the information gain 

for all attribute conditions to determine the root node 𝐺𝑎𝑖𝑛ሺ𝐷, 𝑎ሻ ൌ 𝐸𝑛𝑡ሺ𝐷ሻ െ
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∑ |஽೔|

|஽|
௡
௜ୀଵ   , c represents the number of attributes and n represents the number of states in 

the corresponding attribute. The attribute condition with the highest information gain 
was chosen as the root node. We then repeated the same process for the child nodes 
until all attributes were partitioned.  

Afterwards, we employed the randomforest classification algorithm for modeling. 
The random forest algorithm is an ensemble of multiple decision trees. The generation 
of these decision trees follows a random sampling procedure from a training set con-
taining N samples. During tree splitting, only m features (m << M) are randomly se-
lected from a pool of M features as the candidates for node selection. The selection 
criterion, in this case, remains the same using information gain. As a result, a large 
number of decision trees are generated, and the experimental subjects are assessed and 
voted upon by these trees. The prediction result is determined by the majority vote 
among the trees. 

We also utilized the XGBoost and SVM-based Adaboosting classification models. 
XGBoost is a gradient boosting tree algorithm that optimizes the predictive perfor-
mance of the model iteratively. In each iteration, a new decision tree is added, and the 
model's weights are adjusted based on the errors between the previous tree's predictions 
and the actual labels. Adaboosting, on the other hand, is an ensemble learning algorithm 
that enhances classification performance by sequentially training multiple classification 
trees. During the training process of each tree, the weights of the samples are adjusted 
based on the previous round's classification results, allowing the classifier to focus more 
on previously misclassified samples in the next round. Adaboosting combines the pre-
dictions of multiple classification trees with weighted contributions to obtain the final 
classification result. 

Then, we employed the Stacking algorithm to integrate these classification models. 
The basic principle of this algorithm is to construct a meta-model that utilizes the pre-
dictions of the base models as inputs for the final prediction. In our study, when using 
the Stacking algorithm, the base models (first-level models) were selected as logistic 
regression, decision trees, randomforest classification, XGBoost, and Adaboosting. The 
meta-model (second-level model) utilized a decision tree model. In addition, we em-
ployed the random grid search method to determine the approximate ranges of the pa-
rameters for each classification model.  

Feedforward neural networks are capable of handling complex nonlinear relation-
ships, adapting to various types of inputs and outputs, and have good scalability. In this 
study, we finally constructed a five-layer feedforward neural network based on the 
LeakyReLU activation function and the Adam optimizer. L2 regularization was also 
incorporated to reduce the risk of overfitting. The core process is illustrated in Figure 
1. 
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Fig. 1. The core process of the feedforward neural network constructed in this study 

3 Experiments & Results 

The modeling experiments conducted in this study were carried out in Python 3.8.0, 
and the results are shown in Table 3. 

Table 3. The experiments results of different models 

 
Training set (Accu-

racy) 
Testing set  (Accu-

racy) 
Testing set (F1-

Score) 

Logistic 0.81 0.82 0.83 
DecisionTree 0.98 0.80 0.82 
Randomforest 0.87 0.82 0.84 

XGBoost 1.0 0.86 0.85 
Adaboosting 1.0 0.83 0.83 

Stacking 0.98 0.89 0.90 
FNN 1.0 1.0 1.0 

According to the results in Table 3, among the first five classification models, the 
XGBoost model has the highest training accuracy, testing accuracy, and testing F1-
score. Additionally, when the five models were integrated using the Stacking algorithm, 
a higher F1-score of 0.9 was achieved, indicating that the Stacking algorithm effectively 

Analysis of Factors Influencing Love Confession and Result             657



 

utilizes the strengths of different base models to improve overall predictive perfor-
mance on this dataset. Furthermore, the FNN we constructed further improved the ac-
curacy and F1-score, reaching 1.0. 

4 Discussion & Conclusion 

In previous studies, scholars have only obtained two conclusions: that longer pursuit 
time does not necessarily lead to better results and that timing is crucial. However, in 
our research, we have discovered that to improve the chances of a positive outcome in 
love confessions, individuals should avoid artificially prolonging the pursuit, trust their 
instincts, increase the frequency of hanging out and engage in activities aligned with 
the target's interests, pay attention to personal appearance and grooming, prefer face-
to-face confession methods, and consider the target's attitude when responding to online 
messages. 

Through the research presented in this paper, we have discovered that machine learn-
ing models and deep learning models can effectively predict love confession, providing 
a more scientifically rational basis for individual decision-making. This study also 
demonstrates the feasibility of applying artificial intelligence algorithms to the problem 
of love confessions. However, it should be noted that the observed values investigated 
in the experiments were limited to only 1000 instances, which may result in a lack of 
generalizability of the machine learning models established. This limitation could lead 
to biases when facing new data. Furthermore, neural network models are often consid-
ered "black box models" due to the difficulty in explaining their internal decision-mak-
ing processes and prediction outcomes. 

Therefore, in future research, it is crucial to expand the sample size and broaden the 
scope of investigation to enhance the generalizability of the models. Additionally, ef-
forts should be made to increase the interpretability of neural network models.  
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