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Abstract. Crowd counting and crowd density estimation are important tasks in 

the field of computer vision, involving the detection of people in images or vid-

eos and the estimation of crowd density. In this domain, deep learning algo-

rithms such as Convolutional Neural Networks (CNNs) and You Only Look 

Once (YOLO) play crucial roles. CNNs are specialized deep learning models 

for processing image data. They extract features and learn representations from 

images through multiple convolutional layers, pooling layers, and fully con-

nected layers. CNNs have achieved remarkable success in tasks such as image 

classification, object detection, and semantic segmentation, providing effective 

solutions for problems like head counting and crowd density estimation. On the 

other hand, YOLO is a fast and accurate object detection algorithm. Its unique 

feature is the ability to predict multiple bounding boxes and their corresponding 

class probabilities in a single forward pass. YOLO divides the image into 

smaller grid cells and performs bounding box and class predictions in each cell, 

enabling efficient object detection. In summary, crowd counting and crowd 

density estimation present significant challenges in computer vision. With the 

help of deep learning algorithms like CNNs and YOLO, researchers can address 

these challenges more accurately, providing powerful technical support for ap-

plications in crowd management, security surveillance, and other fields. 
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1 Introduction  

The relationship between deep learning and object detection is among the most signif-
icant advancements in the field of modern computer vision. Deep learning, particular-
ly Convolutional Neural Networks (CNNs), has provided a robust framework for 
computers to recognize and locate objects within images. This progress is largely 
attributed to the ability of deep learning models to learn high-level feature representa-
tions from vast amounts of complex data.Before the advent of deep learning, object 
detection relied primarily on manual feature extraction and shallow learning mod-
els[1-3], which had limited capabilities for complex visual scene recognition. Howev-
er, with the introduction of deep neural networks, especially CNNs, the performance 
of object detection has seen substantial improvements[4-5]. CNNs can automatically 
extract useful features from images, deepening the abstraction of features layer by 
layer, thereby achieving accurate object detection across varied scenes and condi-
tions.Moreover, advancements in deep learning for object detection have included the 
introduction of Region Proposal Networks (RPNs) and anchor frameworks, innova-
tions that allow detection models to not only identify objects within images but also 
precisely define their boundaries. This series of technological advancements, such as 
Faster R-CNN, YOLO (You Only Look Once), and SSD (Single Shot MultiBox De-
tector), have significantly propelled the development of object detection, making it 
applicable to various domains including autonomous driving, facial recognition, and 
surveillance systems[6-7]. 

Improved models Crowd-CNN[8], Multi-column CNN[9], Scale-Aware Attention 
Networks[10]  and LSC-CNN[11] based on CNN have played an important role in 
crowd counting and human density detection. effect. Especially under complex condi-
tions, crowd counting will cause great interference, and it is also a point that the visu-
al direction attaches great importance to. Eliminating the interference caused by com-
plex conditions so as not to affect the correct results is also a point that visual direc-
tion inspiration needs to break through. 

In the field of crowd counting and human density estimation, the YOLO algorithm 
can be combined with other technologies to improve the accuracy and efficiency of 
crowd counting and density estimation. YOLO can be used to detect individual ob-
jects in images and therefore can be used for crowd counting. By detecting the loca-
tion of people in an image and then counting the detected people, a YOLO-based 
crowd counting system can be implemented. This method can be applied to scenarios 
such as surveillance cameras, people counting and activity management. Another 
approach is to combine YOLO with density estimation techniques to estimate the 
density of crowds. Density estimation techniques typically use regression methods to 
predict the density of each pixel in an image and associate these density maps with the 
people detected by YOLO. This combination can provide more detailed crowd distri-
bution information, including crowd density maps and detected number of people. 

This article will briefly outline the main developments in the field of crowd count-
ing and human density detection from three aspects: optimization and regularization 
algorithms, based on convolutional neural network models and YOLO; Chapter 2 
mainly discusses optimization algorithms and regularization methods. . Such as 
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StepLR, MultiStepLR, Dropout, L1, Early Stopping, SinCLR, Batch Normalization, 
etc.; Chapter 3 mainly starts from the deep convolutional network based on crowd 
counting and human density detection. A brief overview of the architecture of differ-
ent network models; Chapter 4 understands the development history of the target 
detection model YOLO, which is currently in hot research; Chapter 5’s experimental 
part first briefly outlines some commonly used image classification data sets, and then 
mainly trains some on the data sets Classic network, and gives data for comparison; 
Chapter 6 briefly summarizes and discusses the current status and future development 
trends of crowd counting and human density detection. 

2 Train and Optimize Methods 

In crowd counting and human density detection, optimization and regularization tech-
niques play a crucial role. The optimization algorithm accelerates model convergence, 
helps to find the optimal solution during the training process, and avoids local optimal 
points. Regularization technology plays a role in preventing overfitting and constrain-
ing model complexity,making the model more generalizable. When dealing with 
crowded scenes, the combination of these two technologies can enable the model to 
better adapt to different data distributions and scene changes, thereby improving the 
accuracy and stability of crowd counting and density estimation. 

2.1 Learning Rate Scheduling  

StepLR.  
StepLR is used to reduce the learning rate in a stepwise manner during training. 

After each specified epoch or batch, the current learning rate is multiplied by a speci-
fied factor gamma, thereby reducing the learning rate. This stepped attenuation strate-
gy helps the model better converge to the optimal solution. 

MultiStepLR.  
Used to adjust the learning rate in a multi-step manner during training. At prespeci-

fied milestones, the current learning rate is multiplied by a specified gamma factor, 
thereby reducing the learning rate. This helps the model gradually reduce the learning 
rate during training to achieve more stable convergence and better performance. 

ExponentialLR.  
It reduces the learning rate exponentially. After each epoch, it multiplies the cur-

rent learning rate by a specified decay factor gamma to achieve exponential decay of 
the learning rate. 
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LinearLR.  
It reduces the learning rate in a linear fashion. After each epoch or each batch, it 

gradually decreases the current learning rate at a predefined rate until it reaches the 
minimum learning rate or the end of training. 

CyclicLR.  
CyclicLR is used to dynamically adjust the learning rate. The core concept is to 

cyclically adjust the learning rate within a specified range to increase the model's 
adaptability to different learning rates. During each training epoch, the learning rate 
gradually increases from a small initial value to a large maximum value, and then 
gradually decreases back to the initial value. This method helps the model jump out of 
the local optimal solution and better explore the global optimal solution. 

OneCycleLR.  
OneCycleLR is designed to improve model performance by dynamically adjusting 

the learning rate throughout the training process. The core idea is to gradually in-
crease the learning rate to a maximum value during the training process, and then 
gradually reduce it back to the initial value, forming a cycle. Such a scheduling meth-
od can help speed up the convergence of the model, improve the generalization ability 
of the model, and can effectively deal with under-fitting and over-fitting problems 
during the training process. 

CosineAnnealingLR.  
CosineAnnealingLR uses cosine annealing to dynamically adjust the learning rate. 

During the training process, the learning rate will be periodically adjusted according 
to the change pattern of the cosine function, first declining rapidly and then gradually 
stabilizing. This scheduling method can help the model search the parameter space 
more smoothly during the training process, help avoid falling into local minima, and 
improve the generalization ability of the model. 

CosineAnnealingWarmRestarts.  
CosineAnnealingWarmRestarts adds a periodic restart mechanism based on Co-

sineAnnealingLR. During the training process, the learning rate is periodically adjust-
ed in a cosine annealing manner, and the learning rate is restarted at the end of each 
cycle. This scheduling method can help the model more fully search the parameter 
space and restart training after the learning rate is restarted, which can help jump out 
of the local optimal solution and improve the convergence speed and performance of 
the model. 

LambdaLR.  
LambdaLR dynamically adjusts the learning rate based on user-defined lambda 

functions. Users can define the changing rules of the learning rate through the lambda 
function, such as exponential decay, linear decay, etc. LambdaLR allows users to 
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freely design how the learning rate changes based on training progress, number of 
epochs, or other custom conditions, thereby more flexibly adjusting the model train-
ing process. 

ChainedScheduler.  
ChainedScheduler allows users to connect multiple learning rate schedulers in 

chain order to apply different learning rate scheduling strategies during the training 
process. The design of this scheduler allows users to combine and adjust multiple 
learning rate scheduling strategies as needed, thereby optimizing the model training 
process more flexibly. 

ConstantLR.  
ConstantLR is used to maintain a constant learning rate during training. Unlike 

other schedulers, ConstantLR does not adjust the size of the learning rate, but always 
keeps it constant. This means that the learning rate of the model will remain at a fixed 
value throughout the training process and will not change as training progresses. Con-
stantLR is suitable for situations where the learning rate does not need to be dynami-
cally adjusted, or when performing some specific experiments, the learning rate needs 
to be kept constant. 

ReduceLROnPlateau.  
ReduceLROnPlateau is a commonly used learning rate scheduling algorithm, 

mainly used to monitor the performance of the model on the verification set. The core 
idea is to automatically reduce the learning rate when the model performance stops 
improving. By reducing the learning rate, the model can tune parameters more finely, 
helping to overcome local minima and converge to a better global minimum. The use 
of ReduceLROnPlateau can improve the stability and performance of the model and 
accelerate the convergence process of the model. 

2.2 Regularization 

Dropout.  
Dropout regularization is a technique commonly used in deep learning to reduce 

overfitting and improve the generalization ability of the model. It prevents the model 
from over-relying on specific neurons by randomly discarding a part of the neurons in 
the neural network during the training process, making the model more robust and 
generalizable. In each training batch, Dropout randomly sets a portion of neurons to 0 
to reduce the complexity of the network. Such operations help prevent the model from 
overfitting on the training data and improve the model's ability to adapt to new data. 
During the testing phase, no dropout operation is performed, but the weights are 
scaled to maintain the desired output. The introduction of Dropout not only helps to 
improve the generalization ability of the model, but also speeds up the training pro-
cess and reduces computing costs. 
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Early Stopping.  
Early Stopping serves as a powerful regularization strategy, commonly employed 

to curb the overfitting of deep learning models throughout their training phase. At its 
heart, this method involves tracking the model’s efficacy on a validation set as train-
ing progresses, and halting the training process once there's no further enhancement in 
the performance on the validation set. This approach effectively prevents the model 
from overfitting. 

L1 regularization.  
L1 regularization is a regularization method used for machine learning and deep 

learning models. Its purpose is to control the size of model parameters to reduce over-
fitting and improve the generalization ability of the model. This method is imple-
mented by adding the L1 norm of the parameters (i.e., the sum of the absolute values 
of the parameters) as a penalty term in the loss function. Such a setting makes the 
model more inclined to generate sparse parameter vectors during the training process, 
that is, compressing some parameters to zero, thus reducing the complexity of the 
model. 

L2 regularization.  
L2 regularization is designed to mitigate overfitting and enhance the model's abil-

ity to generalize by moderating the magnitude of the model parameters. It achieves 
this by incorporating the L2 norm of the parameters (the sum of their squared values) 
into the loss function as a penalty term. This approach encourages the model to favor 
smaller parameter values throughout training, thereby simplifying the model's com-
plexity and bolstering its generalization capabilities to new, unseen data. 

2.3 Batch Normalization 

Batch normalization[12] is a technique designed to enhance both the convergence rate 
and the generalization capabilities of neural networks. Its fundamental concept in-
volves normalizing each batch of data prior to its entry into each network layer. This 
process adjusts the data such that its mean approaches zero and its standard deviation 
approaches one. Specifically, batch normalization computes the mean and variance 
for each batch of data, then normalizes this data by subtracting the mean and dividing 
by the standard deviation, resulting in a standard distribution. Subsequently, this nor-
malized data undergoes a linear transformation through adjustable scaling and shifting 
parameters, maintaining the model's ability to express diverse functions. This ap-
proach helps mitigate issues related to vanishing and exploding gradients, enhances 
the numerical stability of the network, and boosts model convergence speed. By ena-
bling higher learning rates, it further accelerates training. Additionally, batch normali-
zation serves as a form of regularization, aiding in the prevention of model overfit-
ting. 
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3 Deep Neural Networks 

The foundation of deep learning is established by Deep Neural Networks (DNN), 
which leverage multiple hidden layers for training through the backpropagation algo-
rithm. As discriminative models, they are prevalently employed in image classifica-
tion tasks. This chapter delves into the domain of crowd counting by introducing sev-
eral convolutional neural network (CNN) models designed for this purpose. Specifi-
cally, it explores the Crowd CNN[8], which focuses on cross-scene crowd counting, 
and the Multi-column CNN[9], engineered for counting individuals within a single 
image using a multi-column architecture. Additionally, it discusses the integration of 
scale-aware attention mechanisms through the Scale-aware Attention Network 
(SAN)[10], and the LSC-CNN[11], both of which are tailored for estimating the 
number of individuals in densely populated scenes. These models collectively illus-
trate the evolution of deep learning techniques in the realm of crowd counting. 

3.1  Crowd CNN 

As shown in Figure 1, This image depicts the architecture of a Crowd CNN neural 
network designed for image processing tasks. From left to right, the image initially 
passes through two convolutional layers (Conv1 and Conv2). Conv1 contains 72 fil-
ters, each with a size of 7x7, while Conv2 comprises 32 filters, each measuring 5x5. 
The data then flows through a pooling layer (Pool), which serves to reduce the spatial 
dimensions of the data, outputting 64 feature maps.This is followed by a flattening 
operation that transforms the two-dimensional feature maps into a one-dimensional 
vector. This vector is then passed to a fully connected layer (FC) with 1024 nodes, 
which is typically used to learn non-spatial features.Subsequently, the data passes 
through a Rectified Linear Unit (ReLU)[12], an activation function that introduces 
nonlinearity into the network. The data is then fed into another fully connected layer, 
this time with 128 nodes.Finally, the network employs a Softmax classifier, which 
converts the input into a probability distribution representing the likelihood of the 
image belonging to each possible category[13]. After the Softmax layer, we obtain a 
vector containing the predicted probabilities for each category. In the end, the sum of 
all predicted probabilities equals 1, denoted by Σ1.0. This architecture is commonly 
used for image recognition and classification tasks. 

Crowd CNN[8] is a convolutional neural network tailored for crowd counting. It 
leverages deep learning to extract complex features from images, enabling effective 
estimation of crowd density across various scenes. 
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Fig. 1. The structure of the Crowd Convolutional Neural Network. At the loss layer, a density 

map loss and a global count loss are alternatively minimized. 

3.2 Multi-column CNN 

The overall structure is shown in Figure 2,This image depicts a Multi-column Convo-
lutional Neural Network (Multi-column CNN) model used to process an input image, 
typically for tasks such as crowd counting. The model features a branched architec-
ture with multiple parallel columns, each employing convolutional layers with filters 
of varying sizes to capture diverse features.Each column starts with a convolutional 
layer equipped with filters of different sizes, followed by a pooling layer to reduce 
spatial dimensions and widen the field of view. Within each column[14], convolu-
tional layers with progressively smaller filter sizes extract features at various levels of 
detail.The features from all columns are then merged, undergoing additional convolu-
tional layers for further feature integration. This multi-scale processing is vital for 
accurately interpreting scenes with varying crowd densities.Ultimately, the integrated 
features are processed through a regression layer to generate a density map. This map 
signifies the count and distribution of individuals in the input image, as indicated by 
the color bar on the right, where warmer colors correspond to areas of higher densi-
ty.Multi-column CNN captures multi-scale features using filters of various sizes[15], 
effectively handling crowd counting across densities, enhancing model adaptability 
and accuracy. 

 
Fig. 2.  The architecture of the proposed multi-column convolutional neural network for crowd 

density map estimation. 
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3.3 Scale-Aware Attention Networks 

The main working principle of this model is that under complex conditions, photos 
will pass through three sub-network modules: multi-scale feature extractor (MFE), 
global scale attention (GSA) and local scale attention (LSA). The overall structure is 
shown in Figure 3. Since objects in images may have multiple scales, multi-scale 
feature extractors can effectively capture and represent features of various scales. By 
extracting features at different scales, the model can better understand the spatial rela-
tionships and structures between objects, thereby improving the understanding of 
image semantics. Global-scale attention distributes attention weights to all locations 
in the entire input sequence or image, rather than favoring specific local regions[16]. 
Doing so takes global information into account, allowing the model to better under-
stand the overall context. In contrast, local-scale attention focuses attention weights 
on local areas of the input sequence or image, ignoring global information and paying 
more attention to local details. This image depicts a Multi-column Convolutional 
Neural Network (Multi-column CNN) model used to process an input image, typical-
ly for tasks such as crowd counting[17]. The model features a branched architecture 
with multiple parallel columns, each employing convolutional layers with filters of 
varying sizes to capture diverse features.Each column starts with a convolutional 
layer equipped with filters of different sizes, followed by a pooling layer to reduce 
spatial dimensions and widen the field of view. Within each column, convolutional 
layers with progressively smaller filter sizes extract features at various levels of de-
tail.The features from all columns are then merged, undergoing additional convolu-
tional layers for further feature integration. This multi-scale processing is vital for 
accurately interpreting scenes with varying crowd densities.Ultimately, the integrated 
features are processed through a regression layer to generate a density map. This map 
signifies the count and distribution of individuals in the input image, as indicated by 
the color bar on the right, where warmer colors correspond to areas of higher densi-
ty[18]. 

3.4 LSC-CNN 

LSC-CNN contains three key parts, and the overall structure is shown in Figure 4. 
First, the feature extractor extracts features at multiple resolutions. Almost all CNN 
object detectors rely on a core deep feature extraction network, whose performance is 
directly affected by feature quality. For crowd counting, VGG-16 based networks are 
widely used and provide near-state-of-the-art performance. Therefore, this model also 
uses the convolutional layer of VGG-16 to enhance crowd feature extraction. Howev-
er[19], multi-scale feature representation faces a challenge, that is, high-resolution 
feature maps lack sufficient context to accurately distinguish groups of people, which 
may lead to misclassification. The TFM module is responsible for processing top-
down features for person detection, and each scale branch is equipped with a TFM 
network. This top-down feature processing helps to accurately locate people in the 
spatial and scale pyramid. In GWTA, the input sequence is divided into blocks and 
assigned weights, controlled by a gating mechanism.descent with momentum. The 
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GWTA structure empowers the network to dynamically adjust the significance of 
each block to better capture long-term dependencies within the sequence. For model 
evaluation, the GWTA training module is substituted with a prediction fusion opera-
tion, amalgamating the loss and prediction outcomes of GWTA to estimate the head 
count. 

 

Fig. 3. Presents a methodology that employs a trio of specialized sub-networks: the Multi-Scale 
Feature Extractor (MFE), Global Scale Attentions (GSA), and Local Scale Attentions (LSA), 

all of which concurrently process an input image. The MFE's role is to produce a set of feature 
maps across three scales, while the GSA and LSA are designed to compute a triplet of global 
scores and to craft detailed local attention maps on a pixel-by-pixel basis, respectively. Post-

calculation, the multi-scale feature maps are refined using the data from GSA and LSA outputs 
and are subsequently merged within a sophisticated fusion network. The resultant density map, 
created by the network, facilitates the calculation of the crowd count through the aggregation of 

its elements. 

 
Fig. 4. Depicts the architecture of the proposed LSC-CNN. This model seamlessly incorporates 
multi-scale data from the feature extractor, enabling predictions at multiple resolutions. These 

predictions are subsequently merged to create the final detection output. The model is fine-
tuned for the per-pixel classification of pseudo ground truth boxes, which are produced in the 

GWTA training phase, as indicated by the dotted lines. 

Crowd Counting and People Density Detection: An Overview             443



4 YOLO 

4.1 YOLOv1 

YOLO (You Only Look Once) is a popular target detection algorithm proposed by 
Joseph Redmon, Santosh Divvala, Ross Girshick and Ali Farhadi in 2016[20]. YOLO 
revolutionizes the field of computer vision by providing real-time object detection 
capabilities. 

YOLO works by dividing the input image into grids and simultaneously predicting 
bounding boxes and class probabilities for each grid cell. This method is different 
from the traditional target detection algorithm Faster-Cnn[21], which usually uses a 
sliding window or region proposal mechanism. It has the following key features: 

1. Single pass: YOLO performs object detection through a single pass of the neural 
network, making it much faster than other methods. 

2. Unified framework: It predicts bounding boxes and class probabilities directly 
from the complete image in one go, rather than through a multi-stage process. 

3. Grid-based methods: YOLO divides the input image into grids and predicts 
bounding boxes and class probabilities for each grid cell. 

4. Anchor boxes: YOLO uses anchor boxes to improve the accuracy of bounding 
box predictions. 

5. Loss function: YOLOv1 uses a specific loss function that takes into account both 
positioning error and classification error. 

YOLOv1 has the advantages of high real-time performance, global information 
processing, simplicity and intuitiveness, and end-to-end training. It can process large-
size images at a faster speed, make full use of the global information of the image, 
and the network model is relatively simple and simplifies the training process. 

4.2 YOLOv2 

YOLOv2 (You Only Look Once version 2) is the second version of the YOLO series, 
which was improved on the basis of YOLOv1 by Joseph Redmon and Ali Farhadi 
[22]. YOLOv2 has achieved significant improvements in accuracy and speed, and 
introduced some new technologies and ideas. The following are the main features of 
YOLOv2: 

1.Darknet-19 network structure: YOLOv2 uses a convolutional neural network 
named Darknet-19 as the basic network structure. Darknet-19 is a lighter weight net-
work with 19 convolutional layers and 5 pooling layers. 

2.Batch Normalization: Batch normalization technology was introduced in Dark-
net-19, which helps speed up the training process and improve the accuracy of the 
model. 

3. Multi-scale training: YOLOv2 introduces multi-scale training technology, allow-
ing the model to be trained on images of different scales, thereby improving the detec-
tion ability of objects of different sizes. 

4.Anchor Boxes: YOLOv2 uses predefined anchor boxes, and the size and propor-
tion of these anchor boxes are automatically determined through clustering technolo-
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gy. The introduction of anchor boxes improves the accuracy and stability of bounding 
box prediction. 

5. Improvements in the Darknet-19 network: Compared with YOLOv1, the Dark-
net-19 network structure of YOLOv2 has made some improvements, such as using a 
3x3 convolution kernel instead of the 1x1 convolution kernel in YOLOv1. 

6. Finer-grained feature maps: YOLOv2 divides the input image into a finer-
grained grid, allowing the model to better understand the location and size of objects. 

7. Prediction adjustment: YOLOv2 introduces a prediction adjustment mechanism 
to improve the prediction accuracy of bounding boxes, especially for the detection of 
small objects. 

8. Full image detection: YOLOv2 adopts full image detection, using the entire im-
age as input for target detection, thus reducing repeated calculations and redundant 
information. 

Compared with YOLOv1, it is more accurate and has improved real-time perfor-
mance. At the same time, Anchor Boxes technology is introduced to improve the 
prediction accuracy of bounding boxes. However, the complexity has increased, and 
the detection of some small objects is still poor. 

4.3 YOLOv3 

YOLOv3 is the third version of the YOLO series, released in 2018 by Joseph Redmon 
and Ali Farhadi [23]. YOLOv3 further improves on the basis of YOLOv2, improves 
the accuracy and speed of target detection, and introduces some new technologies. 
The following are the main features of YOLOv3: 

1.Darknet-53 network structure: YOLOv3 uses a deeper network structure called 
Darknet-53 as the basis. Darknet-53 is a deep residual network with 53 convolutional 
layers. It is deeper than the Darknet-19 network of YOLOv2 and can extract richer 
features. 

2. Multi-scale prediction: YOLOv3 introduces multi-scale prediction technology, 
which improves the model's detection ability of objects of different sizes by detecting 
targets at different scales. YOLOv3 simultaneously predicts bounding boxes of three 
different scales and predicts them on different feature maps. 

3. Anchor box adjustment: YOLOv3 uses more and more refined anchor boxes 
(Anchor Boxes). The size and proportion of these anchor boxes are more suitable for 
objects of different scales, improving the prediction accuracy of bounding boxes. 

4. Higher resolution: YOLOv3 uses a higher input resolution to improve detection 
accuracy while maintaining real-time performance. The default input resolution of 
YOLOv3 is 416x416 pixels, which is higher than YOLOv2. 

5. Multi-scale training: Similar to YOLOv2, YOLOv3 also uses multi-scale train-
ing technology, allowing the model to better adapt to objects of different sizes and 
proportions. 

6. Route connection and skip connection: The Darknet-53 network introduces 
structures such as route connection and skip connection, which help to improve the 
expression ability of the feature map and thereby improve the detection accuracy. 
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7. Use a convolutional layer with a convolution kernel size of 1x1 for prediction: 
YOLOv3 uses a 1x1 convolutional layer in the output layer for prediction. These 
convolutional layers can capture information at different scales, thereby improving 
the accuracy of detection. 

YOLOv3 introduces more and more refined anchor boxes to the previous version, 
improving the prediction accuracy of boundaries. But the demand for training and 
parameter adjustment is high. 

4.4 YOLOv4 

YOLOv4 is an efficient target detection algorithm developed in 2020 by Alexey 
Bochkovskiy, Chien-Yao Wang, and Hong-Yuan Mark Liao[24]. It is the fourth ver-
sion of the YOLO target detection series and is designed to improve detection accura-
cy and speed. The following are the main features and introduction of YOLOv4: 

1. Excellent performance: It further improves the accuracy and robustness of detec-
tion by introducing a series of new technologies and strategies, such as CSPDark-
net53, Bag of Freebies and Bag of Specials[25]. 

2. High-speed inference speed: YOLOv4 also focuses on the inference speed of the 
model. Faster inference speed is achieved by optimizing the network structure, using 
lightweight model components, and introducing new technologies and strategies, such 
as category coupling and hierarchical prediction. 

3. Comprehensive functions: YOLOv4 supports a variety of functions and applica-
tion scenarios, can be used to detect objects of various sizes and categories, and is 
suitable for many different fields. 

4. Flexibility and ease of use: YOLOv4 provides open source implementation code 
and pre-trained models, allowing users to easily use and deploy models. In addition, 
the network structure of YOLOv4 is relatively simple and easy to understand and 
implement. 

YOLOv4 has improved the detection performance and generalization ability of the 
previous version, and introduced multi-scale prediction, data enhancement and model 
fusion [26]. 

4.5 YOLOv5 

YOLOv5 was released by Glenn Jocher in 2020 a few months after YOLOv4, devel-
oped by the Ultralytics team and released in 2020 [27]. Compared with previous ver-
sions, YOLOv5 introduces some new technologies and strategies to further improve 
the performance and efficiency of target detection. Here are some features and im-
provements of YOLOv5: 

1. Lightweight model: YOLOv5 adopts a lightweight model structure, with fewer 
parameters and calculations, while maintaining high detection accuracy. 

2. Single network structure: YOLOv5 adopts a single network structure, including 
a backbone network and a series of detection heads. This simplified structure makes 
the model easier to understand and implement, and facilitates adjustment and optimi-
zation [28]. 
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3. AutoML technology: YOLOv5 uses AutoML (Automated Machine Learning) 
technology, which can automatically adjust the model structure and hyperparameters, 
thereby achieving better performance and efficiency. This makes YOLOv5 more ver-
satile and adaptable[29]. 

4. Data enhancement: YOLOv5 introduces a series of new data enhancement tech-
nologies, such as CutMix, MixUp and GridMask, etc., to increase the diversity of 
training data and improve the generalization ability and robustness of the model . 

5. Inference speed: While maintaining high accuracy, YOLOv5 also focuses on the 
inference speed of the model. By optimizing the network structure and using light-
weight models, faster inference speed is achieved, which is suitable for application 
scenarios such as real-time target detection. 

6. Open source code: YOLOv5 provides open source implementation code and pre-
trained models, making it easier for users to use and deploy models. In addition, 
YOLOv5’s code structure is clear and easy to extend and customize. 

YOLOv5 optimizes YOLOv4, with lightweight models, CSPDarknet53 backbone, 
rich data enhancement, small model parameters, TTA test enhancement, and real-time 
performance. 

4.6 YOLOv6 

YOLOv6, unveiled in an ArXiv paper in September 2022 by the Visual Artificial 
Intelligence Department at Meituan[30], follows in the footsteps of YOLOv4 and 
YOLOv5 by offering a range of model sizes tailored for industrial use[31]. Diverging 
from the anchor-based approaches of its predecessors, YOLOv6 embraces anchor-free 
detection methods[32]. Key innovations introduced in this version include[33]: 

1.The implementation of a new backbone, named EfficientRep, which is built upon 
the RepVGG architecture, enhancing parallel processing capabilities. 

2.For larger models, the inclusion of a PAN-enhanced neck to improve feature in-
tegration. 

3.Drawing inspiration from YOLOX, the development of an efficient, decoupled 
head for more precise object detection. 

4.The application of the task arrangement learning method from TOOD for more 
effective label assignment. 

5.Introduction of novel loss functions for classification and regression, including 
the VariFocal loss for classification and the SIoU/GIoU loss for regression tasks. 

6.The integration of a self-distillation strategy to refine both regression and classi-
fication outcomes. 

7.Faster detector performance through the use of RepOptimizer and a detection 
quantization scheme that leverages channel-wise distillation. 

4.7 YOLOv7 

YOLOv7, introduced in an ArXiv paper[34] in July 2022 by the author behind 
YOLOv4 and YOLOR, sets new benchmarks for object detection in terms of both 
speed, ranging from 5 FPS to 160 FPS, and accuracy. Similar to its predecessor 
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YOLOv4, it trains exclusively on the MS COCO dataset, opting out of using a pre-
trained backbone[35]. YOLOv7 brings forth novel architectural modifications and 
introduces several optimization packages aimed at enhancing accuracy without com-
promising inference speed—though they do extend the training duration. 

The architectural innovations in YOLOv7 include: 
1. The introduction of the Extended Efficient Layer Aggregation Network (E-

ELAN), which enhances network learning by efficiently combining and reorganizing 
different groups of features. This process shuffles and merges features to improve 
learning efficacy without interrupting the original gradient path. 

2. A fresh model scaling approach utilizing tandem models. This strategy uniform-
ly scales the depth and width of the network blocks by the same factor, ensuring the 
model’s structure remains optimal for performance. 

4.8 YOLOv8 

YOLOv8 is a new SOTA model that contains P5 640 and P6 1280 resolution target 
detection networks and a YOLACT-based instance segmentation model[36]. Similar 
to YOLOv5, in order to meet the needs of various scenarios, models of different sizes 
are provided. Its backbone network and Neck part refer to the design concept of 
YOLOv7 ELAN, adopt a richer C2f structure, and make different adjustments for 
different scale models. The number of channels is adjustable, and so is the perfor-
mance. can be significantly improved. The head part has significantly changed from 
anchor-based to anchor-free by adopting a decoupled head structure. For loss calcula-
tion, see TaskAlignedAssigner adopts a positive sample dispersion strategy and intro-
duces Distribution Focal Loss. Regarding training data augmentation, an operation 
was introduced to turn off Mosaic augmentation for the last 10 epochs of YOLOX to 
improve accuracy. 

5 Experiment 

5.1 Pascal VOC Dataset 

Originally created by the VGG organization at the University of Oxford, UK, the 
Pascal VOC (Visual Object Classes) dataset [37] is one of the widely respected clas-
sic datasets in the field of computer vision and is used for various tasks, including 
object detection, image classification and Semantic segmentation, etc. Covers a varie-
ty of common object categories in daily life, such as people, vehicles, animals, and 
furniture. The data set is divided into a training set and a test set, and each category 
has detailed annotation information, including object bounding boxes and correspond-
ing category labels. In addition to object detection, the Pascal VOC dataset also con-
tains image data for semantic segmentation tasks and corresponding annotation in-
formation for specifying the semantic category of each pixel in the image. This data 
set provides a standard evaluation protocol for measuring the performance of the 
model on detection and segmentation tasks. Evaluation indicators include accuracy, 
recall, precision, F1 score, mAP, etc. The release of the Pascal VOC dataset promotes 
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research and progress in the field of computer vision and provides a standardized 
platform for algorithm comparison and performance evaluation. 

5.2 COCO Dataset 

The COCO (Common Objects in Context) data set is a large-scale image data set[38], 
mainly used for computer vision tasks such as target detection, semantic segmenta-
tion, instance segmentation and key point detection. Created by Microsoft Research, 
the dataset contains more than one million images covering 80 different categories of 
objects. The images are derived from a variety of real-life scenes, covering a rich 
variety of everyday objects and situations. Each image is equipped with detailed an-
notation information, including object bounding boxes, class labels, and masks for 
instance segmentation. The COCO dataset is widely used in the field of computer 
vision and has become one of the important benchmarks for evaluating algorithm 
performance. Its rich images and diverse scenes provide rich data resources for algo-
rithm training and testing. Through the COCO dataset, researchers can develop and 
evaluate various object detection and segmentation algorithms, and promote research 
and development in the field of computer vision. 

5.3 UCF_CC_50 Dataset 

The UCF_CC_50 dataset is a dataset commonly used in crowd counting research and 
was created by a research team at the University of Central Florida (UCF). The da-
taset contains 50 video sequences, each with a resolution of 240x360 pixels, and a 
total of over 63,500 frames. These video sequences cover a variety of scenes and 
environments, including indoors, outdoors, traffic intersections, and train stations. 
Each sequence is annotated and includes people density maps that can be used to train 
and evaluate the performance of crowd counting algorithms. Due to its wide applica-
tion, the UCF_CC_50 dataset has become an important benchmark dataset in the field 
of crowd counting. Researchers can use this data set to evaluate the performance of 
their proposed crowd counting algorithms in different scenarios and conduct compari-
sons and analyzes between algorithms. 

5.4 ShanghaiTech Part Dataset 

ShanghaiTech Part is a commonly used dataset for crowd counting research, created 
by ShanghaiTech University[39]. The data set is divided into two parts, Part A and 
Part B. Part A contains 482 images for training and validation. Each image is labeled 
with crowd density and covers different scenes and density levels. The Part A dataset 
is used to train and debug the crowd counting algorithm. Part B contains 716 high-
resolution images for testing. Each image is also labeled with crowd density, covering 
different scenes and density levels. The Part B dataset is used to evaluate and compare 
the performance of different algorithms. 
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5.5 CIFAR-100 Dataset 

CIFAR-100[40](Canadian Institute for Advanced Research) is one of the standard 
datasets for image classification tasks, created in 2009 by Alex Krizhevsky, Vinod 
Nair and Geoffrey Hinton from the Canadian Institute for Advanced Research. It con-
tains 60,000 32x32 color images from 100 categories, each category contains 600 
images. These categories are divided into 20 major categories, each of which contains 
5 subcategories. CIFAR-100 images cover a wide range of topics, including animals, 
plants, vehicles, household items, and more. This dataset is designed to provide chal-
lenges to image classification algorithms because the image resolution is relatively 
low while the image content is complex and category-rich. The CIFAR-100 dataset is 
commonly used to evaluate the performance of image classification algorithms, espe-
cially when computing resources are limited. Due to its relatively small size and di-
verse categories, researchers can quickly test and compare different classification 
models. Common image classification algorithms such as CNN (Convolutional Neu-
ral Network), ResNet, VGG, etc. are often trained and evaluated on the CIFAR-100 
data set to obtain better generalization performance on larger and more complex data 
sets. 

5.6 Experimental Results 

Table 1. About the experimental results of various versions of YOLO on the Pascal VOC data 
set and COCO data set. The metrics reported by YOLO and YOLOv2 are based on the 
VOC2007 dataset, while the metrics for the remaining architectures are based on the 

COCO2017 dataset. 

Version Date Anchor Frame-
work Backbone AP(%) 

YOLO[44] 2015 No Darknet Darknet24 63.4 
YOLOv2[44] 2016 Yes Darknet Darknet24 63.4 
YOLOv3[44] 2018 Yes Darknet Darknet53 36.2 
YOLOv4[44] 2020 Yes Darknet CSPDarknet53 43.5 
YOLOv5[44] 2020 Yes Pytorch Modified CSPv7 55.8 
YOLOv6[44] 2022 No Pytorch EfficientRep 52.5 
YOLOv7[44] 2022 No Pytorch RepConvN 56.8 
YOLOv8[44] 2023 No Pytorch YOLOv8 53.9 

Table 2. Different models are compared in the ShanghUCF CC 50 data set and the Shang-
haiTech Part data set. 

 ST Part_A ST Part_B UCF_CC_50 
Models MAE MSE MAE MSE MAE MSE 

Zhang et al. [9] 181.8 277.7 32.0 32.0 467.0 498.5 
SCNN [41] 90.4 135.0 21.6 33.4 318.1 439.2 

CP-CNN [42] 73.6 106.4 20.1 30.1 295.8 320.9 
   IG-CNN [43] 72.5 118.2 13.6 21.1 291.4 349.4 

   Crowd CNN[8] - - - - 467.0 498.5 
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MCNN[9] 110.2 173.2 26.4 41.3 377.6 509.1 
SAN[10] - - 16.86 28.41 271.6 391.00 

   LSC-CNN[11] 66.4 117.0 8.1 12.7 225.6 302.7 

6 Conclusions 

In crowd counting and human density detection tasks, convolutional neural networks 
and YOLO algorithms combine optimization and regularization techniques to provide 
effective methods to solve these challenges. First, the optimization algorithm plays a 
key role in training CNN and YOLO models, optimizing model parameters by mini-
mizing the loss function to improve the model's performance on crowd counting and 
density detection tasks. This helps accelerate model convergence, allowing for faster 
model training and optimization processes. Secondly, regularization technology plays 
a role in regularizing model parameters in CNN and YOLO, which helps prevent the 
model from overfitting the training data and improves the generalization ability of the 
model. By constraining the complexity of the model, regularization technology makes 
the model more robust and better able to adapt to different crowd density and count-
ing scenarios. In summary, the convolutional neural network and YOLO algorithm 
based on crowd counting and human density detection combine optimization and 
regularization techniques to provide powerful tools for solving this type of problem. 
The application of these technologies makes the model more stable and accurate in 
complex scenes, providing important support and promotion for research and applica-
tions in the fields of crowd counting and density detection. 
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