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Abstract. This study delves into the intricate interplay between artificial intelli-

gence (AI) and human resources (HR) management within the technology indus-

try. It comprehensively explores the potential benefits and challenges associated 

with integrating AI into HR processes, reflecting optimistic and pessimistic out-

looks on its future implications. The concept of AI is elucidated, encompassing 

its multifaceted applications and advancements. An optimistic vision of the future 

envisions AI as a catalyst for enhanced efficiency, productivity, and employee well-

being. Conversely, a pessimistic case highlights concerns about job displacement, 

privacy infringements, and biased decision-making. Central to this discourse is 

the discussion on management, labour, and technology dynamics, unveiling the 

evolving role of AI in shaping HR practices. Early experiences of AI and machine 

learning (ML) implementations in people management are scrutinized, shedding 

light on real-world challenges and successes. The imperative of a better future is 

contemplated, prompting considerations for ethical AI development, responsible 

commercialization, and bias mitigation. 

An in-depth exploration of bias in AI systems is undertaken, focusing on its 

definition, manifestations, and implications for HR operations. The role of HR 

professionals in mediating bias and promoting fair AI deployment is examined, 

underscoring their pivotal responsibility in safeguarding employee rights and or-

ganizational integrity. The study also delves into the regulatory landscape sur-

rounding AI in HR and proposes potential directions for future research in this 

dynamic field. This research contributes to a nuanced understanding of the sym-

biotic relationship between AI and HR within the technology sector. It calls for 

proactive measures to harness the potential of AI for the betterment of both organ-

izations and employees while addressing the challenges and ethical considerations 

inherent in this transformative journey. This study advocates cultivating a har-

monious coexistence between human expertise and technological innovation by 

fostering informed discourse and strategic planning. 

Keywords:  Artificial Intelligence (AI), Human Resources (HR), Technology 

Industry. 

 
© The Author(s) 2024
N. V. Suresh and P. S. Buvaneswari (eds.), Proceedings of the International Conference on Digital Transformation
in Business: Navigating the New Frontiers Beyond Boundaries (DTBNNF 2024), Advances in Economics,
Business and Management Research 283,
https://doi.org/10.2991/978-94-6463-433-4_40

http://orcid.org/0000-0002-8129-2820
http://orcid.org/0000-0002-6166-7779
http://orcid.org/0009-0002-5135-0708
https://doi.org/10.2991/978-94-6463-433-4_40
http://crossmark.crossref.org/dialog/?doi=10.2991/978-94-6463-433-4_40&domain=pdf


1 Introduction  

AI is generally acknowledged as a transformational technology with the 

potential to disrupt the world of labor (McKinsey Global Institute, 2017). 

The use of artificial intelligence (AI) in human resource management (HR) 

has gotten much attention, with over 300 HR technology start-ups creating 

AI tools and solutions for HR or people management (Bailie & Butler, 

2018). Eightfold and Phenom, for example, have achieved momentum in 

terms of clients and venture capital investment, with values exceeding bil-

lions of dollars (Singh, 2021; Kelly, 2021). AI has begun to be integrated 

into the people management systems and procedures of start-ups and large 

multinational technology organizations. IBM, for example, achieved cost 

savings of more than $100 million in a single year due to AI adoption in 

HR (Guenole & Feinzig, 2019). Accenture has also invested strategically in 

Beamery, a London- based start-up that provides a recruiting operating sys-

tem with a stated worth of $800 million (Lunden, 2021). Although the utili-

zation of AI in business is currently limited, these examples indicate that 

an AI-driven future in HR is approaching (Davenport et al., 2018; 

Raghavan & Raghavan, 2021). However, concerns exist regarding the po-

tential negative implications of AI in human resources (Brynjolfsson & 

McAfee, 2014; Cappelli, 2019). Some worry that AI-powered supervisors 

would impair job quality, ushering in a dismal work future (Dzieza, 2020). 

According to prominent critics, the technology sector prioritizes technical 

and economic aspects of AI over ethical and social implications (Floridi, 

2019; Jobin et al., 2019). 

This article examines various applications of AI in HR and people manage-

ment and explores the potential implications for the industry. It is conceiv-

able that AI could enhance the fairness and effectiveness of HR proce-

dures (Smith, 2019). According to Moriarty (2018), if AI is not imple-

mented ethically and responsibly, there is a potential for widespread injus-

tice and excessive management control. It is crucial to recognize that inte-

grating AI in HR and people management will likely bring positive and 

negative outcomes. The future trajectory of this integration will largely 

depend on the decisions made by stakeholders, including HR profession-

als. To ensure a desirable outcome, HR professionals must actively partici-

pate in shaping the deployment of AI (Moriarty, 2018). Neglecting HR 

involvement may lead to de-skilling HR work and substituting human 

judgment with opaque algorithms, which could perpetuate outdated ap-

proaches to people management (Davenport, 2019). This article begins by 

defining AI and its relevance to HR. It then explores how AI may impact 

the HR profession and people management activities. While broader de-

bates about job quantity and types are not explicitly addressed, potential 

scenarios for AI usage in HR are considered. The article acknowledges 

the real risks of a dystopian future but highlights potential solutions and 
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the need for collective action. It concludes by outlining steps HR practi-

tioners and researchers can take to achieve a more desirable future. 

 
1.1 What is Artificial Intelligence? 

Artificial intelligence (AI) leverages digital technology to create autonomous 

systems capable of performing tasks that typically necessitate human intellect” 
(Office for AI, 2019). Significant progress has been achieved in the last decade 

in text analysis, speech recognition, understanding, and picture identification 

thanks to machine learning (ML), a branch of artificial intelligence (Russell & 

Norvig, 2022). ML-based AI systems improve performance by learning from 

experience and generating predictions or classifications based on identified pat-

terns (Russell & Norvig, 2022). 

 

Despite extensive research on the technical aspects of implementing machine 

learning and AI in HR and people management, empirical data on its real-world 

usage and outcomes is scarce. Instead of analyzing reactions to practical appli-

cations, much of the existing literature in this field focuses on responses to 

hypothetical scenarios. As AI is still a relatively new technology, its potential 

applications and impacts are still being explored, and there may be unintended 

consequences (Müller-Schloer et al., 2019). However, to shape and improve 

the trajectory of this phenomenon, it is crucial to gain a comprehensive under-

standing of its implications (Davenport, 2019). It is essential to take note of 

that the nature of preparing information fundamentally impacts the viability of 

ML AI; for ML AI systems to function successfully, sufficient, representative, 

and correctly labeled data are required (Lebovitz et al., 2021). Classification 

and prediction tasks may be hampered by "edge cases" or situations with par-

ticular characteristics the AI has never seen before (Lebovitz et al., 2021). 

Although AI in HR and people management has limitations and potential 

risks, it is also possible to shape its ethical and responsible use. HR profes-

sionals can play an active role in contributing to the growth of AI and ensur-

ing its positive impact on the industry by acquiring knowledge about AI and 

actively incorporating it into their practices (Moriarty, 2018). By staying in-

formed and engaged with AI technologies, HR professionals can leverage 

their expertise to guide its implementation and ensure that it aligns with ethi-

cal principles and best practices (Boudreau & Cascio, 2017). 

 

2. A Promising Outlook for the Future 

A Promising Outlook for the Future, where machine learning AI significantly en-

hances the effectiveness and fairness of people management, is a central idea in this 

field (Brynjolfsson & McAfee, 2017). The potential for AI to improve decision-

making, reduce bias, and streamline HR processes has been widely discussed and 

studied (Davenport, 2019; Kudyba, 2019). This positive outlook stems from the 
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belief that AI can analyze immense measures of information, recognize designs, 

and give important experiences that can prompt better talent management and more 

equitable practices (Boudreau & Cascio, 2017). However, it is essential to approach 

this vision cautiously and ensure that AI is implemented ethically and responsibly 

to avoid unintended consequences (Moriarty, 2018). This may be done by develop-

ing and implementing numerous AI use cases in HR. AI-driven hiring and selection 

procedures are one such application case. Conventional application management 

systems may automate specific selection processes by eliminating apps lacking 

relevant keywords. However, artificial intelligence (AI) systems can go beyond that 

by actively searching out and promoting job opportunities to fresh candidate pools, 

automating preliminary selection phases via algorithmic analysis of CVs and appli-

cations, robot interviews, and gamified applicant assessments. This may aid in iden-

tifying applicants who have the qualities and talents of the organization's top per-

formers without being influenced by the heuristics and biases of human recruiters 

(such as educational background, gender, and ethnicity). 

Decisions on talent management and workforce planning inside firms may be made 

using the same ideas. ML AI systems have the potential to assess employee perfor-

mance more equitably and accurately compared to human managers by leveraging 

digital data from diverse sources such as employee software usage, communica-

tions, sensors, and audio-video streams (Davenport, 2019; Brynjolfsson & 

McAfee, 2017). By analyzing these data streams, AI systems can generate insights 

to inform decisions or recommendations related to employee hiring, promotions, 

and salary increases, to maximize motivation and retention (Boudreau & Cascio, 

2017). 

Additionally, using chatbots, AI can enhance the effectiveness and caliber of HR 

operations. With the help of HR chatbots, consumers may communicate with virtu-

al agents in real-time and get help with various HR-related activities. Chatbots may 

answer questions, carry out basic tasks, and even manage requests for job references 

or course reservations. As a result, human specialists can concentrate on more chal-

lenging problems where their knowledge is valuable (Strohmeier & Piazza, 2015). 

These AI use cases continue current HR technology trends, but AI stands out due to 

its size, accuracy, and efficiency in cognitive activities. By leveraging ML AI, or-

ganizations can improve their recruitment and selection processes, enhance deci-

sion- making in talent management, and streamline HR operations, ultimately lead-

ing to more efficient and fair people management practices. 

2.1 A Pessimistic Case 

A pessimistic perspective on the use cases mentioned above highlights potential 

negative consequences for workers and societies. One of the primary issues is that 

businesses often use new technology that reduce employee autonomy, pay, and job 

security. AI can lead to algorithmic bias and discrimination concerns regarding re-

cruitment and selection processes. Despite efforts to mitigate bias, AI systems can 

still perpetuate and amplify societal inequalities (Eubanks, 2018). For example, if 
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historical data used to train AI models reflects discriminatory practices, the algo-

rithms may inadvertently perpetuate biased decision-making in candidate selection 

(O'Neil, 2016). This can result in unfair treatment of certain groups and hinder 

diversity and inclusion efforts. 

Regarding workforce planning and talent management, the reliance on AI systems 

to make decisions about promotions, pay raises, and retention can raise concerns 

about transparency and accountability. ML AI models are often referred to as 

"black boxes" because of their intricate algorithms and difficulty to understand 

(Mittelstadt et al., 2019). This opacity can make it difficult for workers to under-

stand or challenge the decisions made by AI systems, leading to feelings of power-

lessness and decreased job security. Furthermore, introducing AI-driven technolo-

gies and chatbots in HR operations can affect job displacement and deskilling. 

These technologies may expedite operations and boost productivity, but they may 

eliminate jobs or force individuals to learn new skills (Brynjolfsson & McAfee, 

2014). Workers unable to adapt to the AI-driven workplace may experience job 

instability and salary stagnation. 

Organizations must emphasize ethics and develop and deploy AI systems to ad-

dress these issues to promote justice, transparency, and worker empowerment. 

This involves monitoring and auditing AI algorithms to discover and reduce biases 

(Veale et al., 2018) and offering employees upskilling and reskilling to adapt to 

new technology (World Economic Forum, 2020). 

3. Management, Labour, and Technology 

Labor process theory implies that profit-driven enterprises must constantly adapt 

their production and service delivery techniques to lower labor costs, increasing 

their use of surveillance and monitoring technology (Burawoy, 1979). Evidence 

suggests that proponents have promoted technical breakthroughs by stressing effi-

ciency and lower labor costs, consistent with employers' profit-seeking rationale 

(Brynjolfsson & McAfee, 2014). The worldwide percentage of revenue flowing to 

labor has declined since 1970 due to growing investment in information technology 

assets, demonstrating the emphasis on efficiency and cost reduction above labor 

(Autor, 2015). Due to technology and declining worker power, employees have 

worked longer and had less autonomy and influence over their occupations (Huws, 

2014). The possible consequences of using machine learning artificial intelligence 

(ML AI) technologies must be considered. Brynjolfsson and McAfee (2014) worry 

about job displacement and deskilling owing to automation, which might raise 

precarity and weaken employee bargaining strength. AI in HR processes like re-

cruiting and performance appraisal may also generate biases and increase inequali-

ties (Datta et al., 2015; Koltai, 2020). Improperly built and managed AI systems 

might propagate discrimination and hamper diversity and inclusion initiatives. To 

address these issues, be aware of the possible drawbacks of ML AI adoption and 

seek to mitigate them. This includes ensuring transparency and accountability in 

algorithmic decision-making (Mittelstadt et al., 2019), promoting worker participa-
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tion and voice in technology implementation (Wood & Graham, 2021), and provid-

ing opportunities for upskilling and reskilling to support workers in adapting to 

changing job requirements (World Economic Forum, 2020). 

4. The tech industry and making money off of AI 

Automation and augmentation are two different ways to think about how AI should 

be made. However, labor process theory says that people who might buy AI are 

more likely to be interested in automation. This makes AI writers lean toward this 

method (Davenport, 2019). Ethical and societal consequences may be downplayed 

in this pursuit as developers prioritize commercial considerations over broader 

ethical considerations. Critics argue that the technology industry, including AI 

developers, often neglects ethics and societal impact. They contend developers are 

not genuinely interested in addressing the ethical and societal problems that may 

arise from AI deployment (Brynjolfsson & McAfee, 2014). These critiques ques-

tion the internal logic driving AI classification systems. They may even argue that 

AI use cases in HR are essentially "snake oil" products due to fundamental flaws in 

classification systems. Despite these criticisms, AI advocates confidently promote 

the use of AI in HR and other domains. However, it is essential to critically exam-

ine AI deployment's ethical and societal implications to ensure that these technolo-

gies are developed and used responsibly. It is important to note that these critiques 

do not suggest that biased and unfair AIs cannot be rectified. Instead, they high-

light the lack of motivation among AI developers to proactively address the ethical 

and societal challenges associated with AI (Birhane, 2021; Crawford, 2021). This 

raises concerns about the potential negative impacts of AI adoption in HR and 

other domains. 

5. ML and AI in People Management: Early Results 

The retail and distribution industries show how AI and ML are changing employ-

ment. Algorithms categorize and anticipate the most efficient labor techniques, 

typically squeezing maximum effort from insecure and low-paid employees, ap-

proaching digital Taylorism (Woodcock & Graham, 2020). Amazon warehouses, 

in particular, have faced criticism for the demanding pace and intensity, leading to 

severe injuries and extreme physical exhaustion among workers (Kantor & Streit-

feld, 2015). Additionally, Amazon has faced backlash for automating worker dis-

missals, further eroding worker rights and job security (Hill, 2019). In retail, 

scheduling algorithms minimize labor costs and prevent workers from qualifying 

for enhanced benefits by offering unstable hours and income (Lambert & Henly, 

2019). The gig labor sector, electronically mediated and hyper-flexible, is develop-

ing and using similar algorithmic management techniques (Woodcock & Graham, 

2020). While algorithmic management has thus far been limited to controlling rela-

tively simple tasks with structured data from sensors, advancements in AI are ex-

pected to enable more complex pattern recognition and image analysis capabilities. 

In new job sectors, this may enhance supervision and decrease worker autonomy. In 
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pubs and restaurants, AI-powered security cameras monitor and supervise serving 

workers (Woodcock & Graham, 2020). Hospitals use algorithms to prioritize and 

assign nursing work (Sahni et al., 2019). Amazon has installed AI-linked cameras to 

monitor delivery drivers (Shaban, 2021). These discoveries raise worries about AI-

enabled workplace spying. 

The problematic instances are due to AI and ML developers' philosophy of auto-

mating decision-making over augmenting. AI and ML are assumed to provide bet-

ter results than conventional decision-making by domain experts. However, recent 

ethnographic research on designing an ML tool for recruiting graduate candidates 

in a global organization highlights the drawbacks of this method. The study re-

vealed that developers intentionally excluded domain knowledge from the tool's 

development, opting for a purely data-driven approach. Domain specialists in the 

organization opposed this choice, arguing that domain expertise was crucial to 

predicting employee success with the ML tool. These experts stated that hiring 

choices based on predictors without a causal effect on employee performance 

would be erroneous (Davenport, 2019). Including domain experts in designing and 

developing AI tools can lead to dangerous use cases. AI systems may produce bi-

ased or inaccurate results by disregarding domain experts' contextual knowledge 

and expertise. It is crucial to involve domain experts throughout the development 

process to ensure that AI tools are designed to align with the specific domain's 

complexities and nuances (Davenport, 2019). 

6. Can There Be a Better Future? 

The optimistic and pessimistic perspectives on the development of AI are not mu-

tually exclusive, as they both highlight contradictory demands that will shape its 

trajectory (Smith & Lewis, 2011). This paradoxical nature calls for strategies to 

mitigate the negative aspects and promote positive outcomes. In addressing this 

challenge, we assert two claims. Firstly, issues of AI bias can be effectively ad-

dressed and resolved. Secondly, although the danger of AI snake oil exists, it is fea-

sible to develop AI and ML systems that are fair, ethical, and efficient by incorpo-

rating domain knowledge into their design. 

Addressing AI bias requires recognizing that biases can be identified and rectified 

through diligent efforts. Research has demonstrated that algorithms can perpetuate 

and amplify societal biases if not carefully designed and monitored (O'Neil, 2016). 

There are ways to identify and prevent AI biases. AI systems should include sub-

ject experts in design and development and consider several perspectives to guar-

antee fairness and impartiality (Crawford et al., 2019). Diverse views help AI sys-

tems understand domain intricacies and reduce prejudice. Continuous 

AI system monitoring and assessment are essential for bias detection and correc-

tion. Audits and evaluations may identify and rectify biases over time (Crawford et 

al., 2019). To guarantee fairness and reduce biases, varied stakeholders, including 

those impacted by the AI system, and may give valuable ideas and viewpoints 

(Crawford et al., 2019). AI systems may become more unbiased, equitable, and 
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aligned with society by actively recognizing and reducing biases. Recognizing that 

bias results from AI design, development, and deployment is crucial (O'Neil, 2016). 

Domain knowledge integration in AI and ML design is essential to avoid AI snake 

oil. This requires developing tools and algorithms comprehensively grasp the do-

main's context and needs. Developing domain experts may help (Floridi et al., 

2018). Domain experts' skills and insights increase AI systems' accountability, 

transparency, and ethics. Domain experts may advise on domain-specific problems, 

biases, and ethical issues, helping to develop AI systems that better meet user de-

mands and values (Floridi et al., 2018). This domain knowledge integration im-

proves AI system interpretability and explainability. Developers may improve trust 

and reduce the impression of AI as a black box by leveraging domain knowledge to 

comprehend better and explain algorithm conclusions (Floridi et al., 2018). By 

prioritizing integrating domain knowledge in AI and ML design, we can mitigate 

the risks associated with AI snake oil and create AI systems that are more reliable, 

accountable, and aligned with the specific needs and values of the domains they are 

applied to. 

AI and ML technologies may be created to align with social norms, uphold human 

rights, and provide trustworthy and accurate outcomes using domain expertise 

(Bostrom & Yudkowsky, 2014; European Commission, 2019). By acknowledging 

the solvability of AI bias and the possibility for just and moral AI ML systems, the 

problems brought by AI may be successfully handled. Biases may be reduced, and 

AI systems can be made ethically and by societal norms by adding domain 

knowledge into the design and development process. 

7. Managing the Bias Challenge 

A considerable debate over prejudice in artificial intelligence (AI) systems, specif-

ically in HR systems, has been triggered by Google's recent firing of Timnit Gebru 

and Margaret Mitchell (Simonite, 2021). The "fractal problem" or "infinite onion" 

problem, which Mitchell discussed, highlights the difficulty of overcoming bias in AI 

research. According to Mitchell, as described in Simonite (2021), each problem is 

said to enlarge into related concerns that are difficult to resolve and progress that 

can be measured. 

In order to fully comprehend the biased discussion around AI in HR systems, it is 

essential to stop and consider the existing environment. The possible biases in AI 

algorithms used for recruiting and employee appraisal have been noted in several 

research. For instance, Angwin et al.'s (2016) study found that some AI systems 

used to forecast criminal behavior demonstrated racial biases, adversely affecting 

Black people. Buolamwini and Gebru (2018) discovered similar accuracy differ-

ences in commercial gender categorization algorithms, misclassifying darker-

skinned and feminine looks. 

It takes a thorough strategy and rigorous attention to detail to address bias in AI 

HR systems. Including many viewpoints and subject expertise in the development 
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process is one suggested remedy. AI algorithms may be created to consider the 

intricacies of human behavior and the societal environment by working with special-

ists in HR, ethics, and social sciences (Mittelstadtet al., 2019). By ensuring that the 

algorithms have a thorough understanding of the particular HR area and its possi-

ble hazards, this method seeks to reduce biases. 

Accountability and openness are critical additional factors. The remark made by 

Mitchell highlights the necessity to halt and describe what we perceive at a particu-

lar stage of the development process. This necessitates meticulously outlining the 

architecture of the algorithm, the training set, and the decision-making procedures. 

Mitchell et al.'s (2018) suggestion of model cards may provide a uniform frame-

work for reporting AI models' effectiveness and possible biases. Such openness 

makes HR AI systems more susceptible to external review and makes it easier to 

spot and address biases. 

Furthermore, mitigating prejudice in AI HR systems requires legal and legislative 

actions. In order to guarantee justice, non-discrimination, and ethical concerns 

while deploying AI technologies, governments, and organizations must develop 

rules and laws (Floridi et al., 2018; European Commission, 2019). These measure-

ments may provide consumers and developers with a foundation for navigating the 

complex world of AI bias and encouraging responsibility. The AI bias discussion 

involving HR systems is intricate and complicated. Mitchell's insight on the "frac-

tal problem" highlights the challenges of addressing bias in AI development. Nev-

ertheless, incorporating domain knowledge, ensuring transparency, and implement-

ing regulatory measures can contribute to mitigating biases and promoting fairness 

in AI HR systems. 

7.1 Bias: A Definition 

An unintended consequence of AI in human resources is unfair recruitment, pro-

motion, and termination treatment. Artificial intelligence algorithms may evaluate 

or predict differently for diverse populations, leading to these differences 

(Hutchinson & Mitchell, 2019). New approaches to this problem have attempted to 

unite computer science and social science to draw more precise distinctions between 

the two. Even if AI models are enhanced to work equally well for all groups, ad-

verse effects can still exist and cause alarm. If the selection rate for a group is less 

than 80% of the group with the highest selection rate (EEOC, 1979; Scherer, 

2017), then the AI system is considered to have produced an adverse impact under 

North American Civil Rights law, regardless of the cause. Adverse effects, bias, and 

fairness are often used synonymously to characterize this situation in computer sci-

ence literature, mirroring how media and popular culture interpret prejudice. Indus-

trial psychologists see this as a negative influence rather than prejudice, however. 

If an AI system focuses its judgments on key distinctions between groups, it may 

be objective yet still have adverse effects. 

This distinction is important because, as Pyburn et al. (2008) described, resolving the 
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This distinction is important because, as Pyburn et al. (2008) described, resolving the 



diversity- validity conundrum often results in decreased prediction accuracy of 

future job performance. If judgments are made by job-related criteria and the AI 

system's rating forecast performance similarly for all groups, some businesses 

could feel at ease with varying selection rates. The US courts, which many other 

nations see as a model for controlling adverse effects, adhere to this approach. If 

test results anticipate performance, the negative effect is not illegal in the US. Or-

ganizations must, however, show that there was no other predictor that was just as 

good but had a less negative impact (Pyburn et al., 2008). 

Various analytical techniques, such as alternative tests or the ability to predict 

performance over a broader range of performance criteria, have been created by 

psychologists and statisticians with a primary emphasis on content-related bi-

as/adverse effect (Ployhart & Holtz, 2008). The use of pre-processing techniques 

that separate predictor variables from protected attributes, training constraints to 

ensure balanced predictions during model building, and post- processing techniques 

like using a coarser scoring system to equalize scores are some of the methodolog-

ical approaches that computer scientists have proposed to address adverse impact 

(Bellamy et al., 2018). 

8. Misconceptions 

A common objection against machine learning AI is the suitability of HR data for 

predicting job-related outcomes due to its perceived quality. It is argued that HR 

data, often based on subjective opinions and judgments, may inherently contain 

biases against minority groups (Dwork et al., 2012). This criticism, however, may be 

overcome by sophisticated latent variable models, which quantify and forecast latent 

variables based on observed actions. Overcoming worries regarding biased results 

may be accomplished by determining whether or not these models perform similar-

ly for various groups (Kleinberg et al., 2018). As the instance of Amazon's defunct 

recruiting ML system shows, there is also concern that AI models trained on data 

consisting primarily of white men may provide biased conclusions that favor that 

demographic. ON THE OTHER HAND, well-trained IO psychologists and well-

designed AI systems do not mindlessly copy the gender and race of current high 

achievers. They instead undertake job analyses to determine the requisite KSAOs 

(knowledge, skills, abilities, and characteristics). Candidates are ranked according 

to their relative performance on assessments measuring job-related characteristics, 

which helps reduce prejudice (Schmidt & Hunter, 1998). Concerns about AI models 

being black boxes, making it difficult to understand why adverse impact occurs, 

have also been raised. While it may not be practical to comprehend every decision 

an AI system makes entirely, methods exist to understand black-box models' inner 

workings. Model explainability in artificial intelligence is rapidly evolving, with 

techniques available for evaluating variable importance and improving our ability 

to explain AI models (Ribeiro et al., 2016). There is no need to accept that preju-

diced AIs will inevitably emerge. The resources to create unbiased AI systems al-

ready exist, and ideas from industrial psychology may be used to mitigate any unin-
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tended consequences. The difficulty is in ensuring these techniques are widely used 

in practice (Barocas et al., 2020). 

9. What the HR job is all about 

While some critics argue against the use of AI in HR and people management, 

claiming it is an ideological project to control human behavior and reduce autonomy, 

it is important not to reject AI in this field altogether. The reality is that AI in HR is 

likely to become increasingly common, and actively engaging with AI in HR is more 

likely to yield better results than resisting its implementation. To ensure the devel-

opment of fair AI tools that do not perpetuate organizational biases, domain 

knowledge, and experience are crucial. Collaboration between senior HR experts 

and those involved in creating and utilizing automation technologies is essential. 

By incorporating the expertise of HR professionals, AI algorithms can be devel-

oped based on expert knowledge, leading to more successful AI systems that com-

bine augmentation and automation techniques (Davenport et al., 2018). 

Fairness in AI systems requires more than just technical improvements and subject 

expertise. Additionally necessary are the development and deployment procedures. 

At all phases of design, development, and deployment, ethical AI demands collabo-

ration with and participation from stakeholders, especially current and potential 

workers whom the technology may impact (Leslie, 2019). Without HR's engage-

ment in discussing AI development with the people impacted, there is a greater 

danger that AI systems would be unjust and prejudiced and harm employees. En-

gagement is required to guarantee ethical AI and ensure that the HR profession has 

a future that upholds its value (Murray et al., 2021). Evidence from other 

knowledge-based professions indicates that relying on algorithmic systems unthink-

ingly might result in de- skilling, while constantly challenging and scrutinizing 

these systems can support the maintenance of professional skills (Callen, 2021). 

Individual HR practitioners must up skill and acquire the essential skills in compu-

ting, statistics, and critical thinking to put ethical ideals into practice and protect the 

future role and position of the HR profession (Scholz, 2020). HR professional 

groups may also promote voluntary standards for the acquisition and development 

of AI tools and systems in HR (Moore, 2020). According to Cowgill et al. (2020), 

Jo & Gebru (2019), Hutchinson & Mitchell (2019), Berg (2019), Leslie (2019), and 

Tambe et al. (2019), these criteria could call for diverse engineering teams’ open-

ness in the provenance of training data, model explainability, and stakeholder en-

gagement. While voluntary norms are vital, governmental regulation may be re-

quired to provide the sector with the necessary protections against "bad AI" (REC, 

2021). 

10. Regulating AI for HR 

Civil rights legislation in the USA protects employees, as employers risk legal re-

percussions if they cannot demonstrate that the adverse effects of using AI tools on 
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minority groups are job performance-related (Dwork et al., 2012). This legislation 

also extends to employee privacy outside of the workplace. While it may constrain 

the creation of discriminatory AIs for recruiting, promotion, and pay decision-

making, its impact on AI's ability to give employers more control over employee 

behavior at work through observation and regulation is minimal. 

The European Commission released a draft law on AI in April 2021, aiming to 

strengthen employee rights afforded by the General Data Protection Regulation 

(GDPR) in Europe. The rule categorizes using AI in various HR functions as "high 

risk," requiring strict safety measures. However, critics argue that the lack of en-

forcement mechanisms leaves employers to manage risks based on their standards, 

potentially undermining stricter national statutes. Some European countries already 

have laws mandating worker representation and agreement in introducing algo-

rithmic management tools (Moore, 2020). 

Using AIs as managers raises legal issues that current employment laws in most 

nations are ill- prepared to address. Determining liability for decisions made by AI 

is a challenge. New legislation is needed to address the difficulties posed by AI in 

HR and people management, regardless of geographic location (Moore, 2020). 

Given their commitment to ethical standards and the risks posed by unethical AI 

use, professional HR groups would likely support such legislation. However, en-

acting new legislation faces challenges due to power dynamics between technology 

corporations, states, and labor and capital (Moore, 2020). 

To protect workers from exploitation and discrimination by AIs, it is crucial to 

integrate pluralism into HR practices, recognizing the legitimacy of independent 

worker representation through trade unions. This allows workers to access protec-

tion resources (Moore, 2020). By empowering workers, a system of checks and 

balances can be established on the decisions of tech billionaires that dominate the 

economy (Moore, 2022). 

11. Future Research Directions 

Understanding and influencing the application of AI in enterprises, especially in 

HR, depends heavily on academic research. There is still a need for more qualita-

tive phenomenological research to offer new theoretical insights, even though some 

theoretical frameworks have been put forth, such as the role of AI in reorganizing 

social relations and labor divisions within organizations (Bailey & Barley, 2020). 

Ethnographic field studies are invaluable for a better understanding how AI is used 

in practice and how it affects HR professionals. These studies may investigate how 

AI impacts HR professionals' activities and competencies and how they might 

moderate this influence (Bailey & Barley, 2020). The ideology and power structures 

of individuals who create and commission AI management and organization sys-

tems should also be considered in research. This entails researching the goals and 

objectives of HR tech start-ups, as well as the difficulties and more significant 

trends in the business ecosystem of AI for HR (Bailey & Barley, 2020; Bailie & 
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worker representation through trade unions. This allows workers to access protec-

tion resources (Moore, 2020). By empowering workers, a system of checks and 

balances can be established on the decisions of tech billionaires that dominate the 

economy (Moore, 2022). 

11. Future Research Directions 

Understanding and influencing the application of AI in enterprises, especially in 

HR, depends heavily on academic research. There is still a need for more qualita-

tive phenomenological research to offer new theoretical insights, even though some 

theoretical frameworks have been put forth, such as the role of AI in reorganizing 

social relations and labor divisions within organizations (Bailey & Barley, 2020). 

Ethnographic field studies are invaluable for a better understanding how AI is used 

in practice and how it affects HR professionals. These studies may investigate how 

AI impacts HR professionals' activities and competencies and how they might 

moderate this influence (Bailey & Barley, 2020). The ideology and power structures 

of individuals who create and commission AI management and organization sys-

tems should also be considered in research. This entails researching the goals and 

objectives of HR tech start-ups, as well as the difficulties and more significant 

trends in the business ecosystem of AI for HR (Bailey & Barley, 2020; Bailie & 



Butler, 2018). 

Research should also look at how AI will affect society and the workforce. Audit 

studies may show if AI recruiting and selection methods reinforce, mitigate, or 

lessen discriminatory practices. Studies may also examine how AI affects work-

place norms, values, and employee well-being. It is crucial to comprehend how 

NGOs and unions will react to the use of AI in people management duties. In addi-

tion, research should examine whether people creating AI in HR build professional 

and ethical norms and standards and how they react to institutional and social pres-

sures (Bailey & Barley, 2020; Langer & Landers, 2021). 

In general, academic research may provide insightful information on the use of AI 

in human resources and people management, assisting in shaping its growth and 

ensuring that it aligns with ethical and social concerns. 
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