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Abstract. Diabetes is a long-term disease that damages the various parts of the
human body. According to the World Health Organization (WHO) report, there
was a deficiency of 12.9 million medical care workers estimated in 2035. Vari-
ous Artificial Intelligence (AI) and Machine Learning (ML) classifiers were used
to anticipate and diagnose diabetes. In the case of unsupervised ML classifica-
tions, data mining acts an important role in the diagnosis and prediction of the
disease. Selecting legitimate classifiers clearly expands the correctness and
adeptness of the proposed system. Public awareness of the disease is very poor
in India. Deficient healthcare facilities lead to the growth of the disease in fami-
lies. Apriori, FP growth, and ECLAT are the different types of association rule
mining algorithms for the diagnosis and prediction of diabetes. Equivalence Class
clustering and bottom-up LAttice Traversal (ECLAT) algorithm is used for the
prediction of the severity of the diabetes in the proposed paper. The proposed
work will provide a new platform for analyzing the data set for new patients and
submitting an accurate prediction. Pregnancy frequency, diastolic blood pressure,
diabetes pedigree function, and class distribution outcome, etc. are the parameters
considered for the prediction of the severity range of diabetes. This paper aims to
develop a model for an Intelligent Diabetes Prediction system using the ECLAT
algorithm and reduce medical misdiagnoses by providing proper interpretation
and bringing down treatment costs.
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1 Introduction

“Sugar” is the layman's term for Diabetes Mellitus (DM). This disease arises due to
endocrine disorders where insulin deficiency or absence emerges. According to the
International Diabetes Federation (IDF), the diabetes prevalence in India will be 69.9
million in 2025 [1].

The pancreas possesses 98% exocrine cells and 2% endocrine-type cells. Pancreatic
Polypeptide (PP) cells, Alpha cells, Beta cells, and Delta cells are the four types of
endocrine cells that are heavily used in metabolic function. B cells release insulin. The
inability of GLUcose Transporters (GLUT) to pass glucose in pancreatic B cells mini-
mizes insulin secretion and is reflected in Type 2 DM [2].
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Alpha cells (A cells) in pancreas secret glucagon acts an important role in converting
glycogen (carbohydrate in skeletal muscles and the liver) into glucose. Insulin is se-
creted by beta cells that permit glycogenesis and deliver glucose into various body parts
like adipose tissue and reduce the blood glucose level [3].

Diabetes patients are suffering from a poor lifestyle through symptoms and signs
persistent among them. Audit of Diabetes-Dependent Quality of Life (ADDQoL) is one
of the diabetic-specific questionnaires developed by WHO Quality of Life (WHOQoL)

[4].

A large amount of information for hospitals, patients, doctors, and clinical instru-
ments available are maintained. Requisite data is extracted from Electronic Health Rec-
ords (EHR) using data mining techniques. Preliminary stage prediction of the disease
saves lives and reduces medical expenses. The association rule mining technique is
used for Knowledge Discovery in Database (KDD) [5].

Pattern recognition techniques are used in data mining to conclude decision-making
in the prediction of the severity of the disease. Diabetes affects the heart, eyes, foot, and
kidneys, and it causes heart disease, blindness, foot ulcers, and kidney transplantation.
By getting the various attribute details, the proposed system will give the diabetics level
[6].

There are seven steps in the severity range of the diabetes prediction system. They
are Data collection, data preprocessing, unsupervised machine learning model of asso-
ciation rule, training set of data, test data, data analysis, and prediction level output [7].
The association rule mining technique is used for generating the rule set. Boolean vec-
tors are used for identifying each attribute as a Boolean variable. One of the association
rules is explained as follows:

UG student => Pursuing PG [support = 2%; confidence=60%] )]

A support of 2% of the association rule implies that 2% of undergraduate (UG)
students will pursue Post Graduation (PG). A confidence of 60% signifies that 60% of
UG students will undergo PG studies. In the proposed work, the ECLAT algorithm is
used for the prediction of the severity range of diabetes which is a backtracking algo-
rithm. It works in the depth-first search traversal method [8].

The rest of the paper is structured as follows: Section II gives the background details
about diabetes and association rule mining. Section III includes the existing literature
works related to diabetes mellitus, data mining, machine learning, and ECLAT algo-
rithm. Section IV describes the prediction of diabetes using ECLAT algorithm imple-
mentation details. Section V presents the results and discussion of the proposed predic-
tion model. Finally, section VI concludes the paper.
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2 Background

In Charaka Samhita, an ancient Sanskrit Ayurveda textbook, diabetes was mentioned
as “madhumeha”. So the human race knows diabetes in the olden days also. Insulin
plays a vital role as the doorkeeper that permits glucose to enter the cell. Cells do not
receive glucose in the required amount, because of a deficiency of insulin secretion. To
compensate, the body generates gluconeogenesis (more glucose).

2.1 Diabetes Mellitus

Type 1 DM (juvenile-onset DM, Insulin Dependent DM (IDDM), and ketosis-prone
DM), Type 2 DM (adult-onset DM, Non-Insulin Dependent DM (NIDDM)), and ges-
tational DM are the three commonly available diabetes. The brain, liver, small intestine,
kidneys, pancreas (a-cell and B-cell), skeletal muscle, and adipose tissue are the body
parts involved in diabetes [9].

Irresistible blood glucose levels in DM victims may lead to death. So it is necessary
to monitor the blood glucose level and provide insulin in the required amount advised
by endocrinologists [10].

Etiology.

1. Type 1 DM possesses an epidemic nature.

2. Several viruses are involved as a part of the analysis of DM such as coxsackie and
rubella.

3. Genes regulating the immune system, eg. Wolfram syndrome.

4.  Pneumonia, mucormycosis and fungal cystitis are the usual infections [11].

Cost of Diabetes.

1. Direct cost — both direct hospital expenses (diagnosis, medication, etc.) and direct
non-hospital expenses (social service, transport, etc.).

2. Indirect cost — the cost of defection, loss of capability, and dysfunction.

3. Tangible cost — the cost of social reliance and segregation, low financial situation,
loss of quality of life and emotional health [12].

Symptoms.

1. Sudden weight loss

2. Polyuria (Frequent urination)
3. Increased Thirst

4. Nocturia

5. Vulnerability to Infection

6.  Vomiting

7.  Blurred vision [13].

2.2 Association Rule Mining

This technique splits the larger problem into smaller ones by applying the performance
metrics of support and confidence. Support indicates the frequency of data in a data set.
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Apriori, ECLAT, and FP-growth are the various association rule mining algorithms
used for the prediction of the disease [14].

Relationships or associations between various attributes are generated first in the
association rule mining. Depending on the associations, data mining techniques are ap-
plied. Association rules have two parts. They are antecedent and consequent. In equa-
tion 1, UG student is the antecedent and Pursuing PG is the consequent [15].

A highly important task in knowledge base discovery is identifying the frequent
item set. Execution time and memory consumption are the factors used to determine
the association rule mining algorithm for the proposed work. ECLAT algorithm works
on prefix trees. AprioriTrie, Dynamic Item-set Counting (DIC), and partition are the
various association rule mining algorithms [16].

3 Literature Works

The proposed work “Predicting the Severity of Diabetes using ECLAT Algorithm”
comprises knowledge regarding Diabetes Mellitus, Data mining, Machine learning al-
gorithm, and ECLAT algorithm of association rule mining. Some of the existing liter-
ature works are explained here.

3.1 Diabetes Mellitus

Hallmark explicit features of Diabetes are typical glucose-receiving levels emerging in
hyperglycemia, and variations in protein and lipid metabolism [17]. Metformin is used
for the treatment of gluconeogenesis. Sulfonylureas oral prescription is used to secret
insulin. Severe renal disease, heart-related diseases, critical vision loss, and high pres-
sure are the adverse symptoms of DM [18§].

It is a progressive sickness which is otherwise called “slow poison” that worsens the
patient’s life by affecting several organs. National food policies to provide healthy, nu-
tritious food, health policies to reduce the misbehavior of citizens, prevention policies
to improve disease awareness, and policies to reduce medical expenses should be im-
plemented by various ministries to provide a healthy society by Indian government
[19].

3.2  Data Mining

Data mining methods are nowadays used in every aspect of the medical field to make
a final decision. In a country like India with high population density and restricted re-
source facilities, mining approaches can be utilized to manage healthcare problems. In
remote areas of the country, online healthcare counseling can be utilized to replace the
presence of physicians [20].

Mining concerns processing known data to conclude a judgment. Social Security
firms provide the details for the affected persons. Number of clinical tests conducted
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for patients with no disease is higher than the diseased patient [21]. Prediction and con-
trol of diabetes is important to improve the patient’s lifestyle. Pima Indian Diabetes
data set is used for data analysis which contains 768 women data with 9 attributes.
Different classification algorithms give different accuracy levels [22].

3.3  Machine Learning Algorithms

Diabetes is predominantly irrecoverable and the only approach to avoid is premature
diagnosis and detection. Machine learning (ML) algorithms and Medicare data analysis
are the need of the hour. They can provide suggestions for doctors. Digital diabetes
clinics can be used to help diabetes patients [23].

The predictive analysis technique encompasses a collection of data mining algo-
rithms, machine learning approaches, and statistical procedures that utilize past and
current data to extract useful patterns and predict future data. This technique can be
applied to healthcare data to arrive at a decision-making in a critical situation [24].

ML techniques improve patient care. Enhance the allocation of resources to patients,
maximize emergency readiness, and encourage novel techniques such as remote moni-
toring and telemedicine [25].

3.4 ECLAT Algorithm

In this proposed Diabetes Severity Prediction System, the ECLAT algorithm is used for
prediction which comes under the unsupervised ML technique. Tree-like structure Tid-
set is used. ECLAT algorithm reduces memory usage during processing. It produces a
large number of rule sets [8].

There are n number of transactions and n number of item sets. In a transactional
database, the ECLAT algorithm identifies frequent item sets. ECLAT data mining iden-
tifies minimum support transactions from a set of transactions [26].

The depth-first traversal is used by the ECLAT algorithm whereas the Apriori algo-
rithm uses breadth-first traversal. Memory usage is lesser than the Apriori algorithm.
Pattern generation time is lesser than the Apriori algorithm for tiny data sets [27].
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4 Predicting the Severity of Diabetes using ECLAT Algorithm
Implementation

The proposed work was implemented in a dual-core processor, 4 GB RAM, and 512
GB Hard Disk Drive. The front-end tool is Microsoft Visual C#. The back-end tool is
SQL Server 2005 and the platform used is ASP .Net Framework 3.5. The Diabetes data
set is fetched from the Repository of UCI Machine Learning. It includes 8 attributes
and 1 binary class variable outcome data for 768 women. The partial data set is shown
in Figure 1.

Eight features are diastolic blood pressure, body mass index, plasma glucose
concentration, two-hour serum insulin, age in years, number of times pregnant, Triceps
skinfold thickness, and Diabetes Pedigree function.

A B 5 D E E G H | J
1 |preg _Iplas pres skin insu mass pedi age class
2 | i 148 72 35 0 33.6 0.627 50 tested_positive
3 | ¥ 85 66 29 0 26.6 0.351 31 tested_negative
4 | 8 183 64 0 0 23.3 0.672 32 tested_positive
5 | 1 29 66 23 94 28.1 0.167 21 tested_negative
6 | 0 137 40 35 168 43.1 2,288 33 tested_positive
7| 5 116 74 0 0 25.6 0.201 30 tested_negative
g | 3 78 50 32 88 31 0.248 26 tested_positive
9 | 10 115 0 0 0 35.3 0.134 29 tested_negative
10 2 197 70 45 343 30.5 0.158 53 tested_positive
1] 8 125 96 1] 0 0.232 54 tested_positive
12 | 4 110 92 0 0 37.6 0.151 30 tested_negative
13 | 10 168 74 0] 38 0.537 34 tested_positive
14 | 10 139 80 0 0 27.1 1.441 57 tested_negative
15| 1 189 &0 23 846 30.1 0.398 59 tested_positive
16 5 166 72 19 175 25.8 0.587 51 tested_positive

Fig. 1. UCI Diabetes Data set

Data cleaning, preprocessing, and filtering of data are executed. Data is encoded for
the training data set and sample data set. Training data is executed ECLAT algorithm
to generate the association rules. Pruning is accomplished to compress the size of the
decision tree. An association rule database is created. Test data entered by the doctor
are considered for rule matching in the database. Depending upon the matching level
for test data, the severity level of diabetes was predicted and the results are displayed.
The entire Diabetes prediction model is shown in figure 2.

Four modules are used in the Diabetes prediction decision support system. They are
Admin, Input Dataset, Users, and Disease Prediction. Admin module can add the doc-
tor's details and training data sets. UCI Diabetes dataset is given as the input. In the user
module, the clinical test results are entered to identify the diabetes severity range. In
the disease prediction module, the results are displayed to the intended users who have
entered their details for diabetes checking. The entire steps are summarized in figure 3.
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5 Results and Discussion

Details of the patients/ users are registered in the Decision Support system. ID number
automatically generated, user name, password, email ID, Gender, date of birth, and
address are needed for the registration process. It is shown in Figure 4.

Initially system administrator will add the doctor's details into the system. It is
shown in Figure 5.

localhost:2523 says:

Registration Success!

@ru{icﬁnq the |Seueri||l
(R\unqe o{ @iu[jeles

Waing Data Mining Techniques

Conluel us

Dr. P. Senthil Kumari

- (D
———
Coter -
—

Gandhi Street aryur pendicherry
Address 2
y

Register Reset

Fig. 4. User Registration

Eredicting the Severity 1y 0., Vicw Yiars

lP\_gnqe o[ (Di-n[}elu 1 i § o Training

Yring Data Mining Techniques ; datas

Fig. 5. Adding Doctor Details by Admin
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The intended user for the diabetes prediction enters test data. It is shown in Figure
6. The sample training data set is shown in Figure 7.

localhost:2523 says:

Predicted Results : Type 1 Diabstes

CEE—

thirst, fatigue, hunger

Analyse Diabetes Leval

Reset

Fig. 6. Test Data

Predicting the Severity Oucte . Diw

qe oi (,Di Lelzl i ‘:‘T’rnininq

Deta Mining Techniques 2 datas

Training Data

DiabetesType Age Gender FBG PMBG HbA1c BMI OGTT RPG UnneGlucose Ketones Symptoms Effects
thirst No Prablem
Increased Urination,thirst hunger fatigue  breathing prablem, jaundice
excessive hunger,Blurred vision, fatigue, Eye damage, foot damage,
excessive thurst, fatigue, frequent Kidney damage,nerve

urinatian

weight loss. blurred
vision, fatigue,hunger

damage, kidney damage,
nerve damage

Male

Frequent urination, thirst, fatigue, blurred Eye damage, foot damage,

Male vision nerve damage

Fig. 7. Training Data for the Diabetes Prediction Model

Test data are analyzed for the diabetes prediction and the results are shown in figure
8. Gender, number of times pregnant, Fasting Blood Glucose (FBG), Post Meal Blood
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Glucose (PMBG), Glycated hemoglobin (HbA 1c), body mass index, Oral Glucose Tol-
erance Test (OGTT), Random Plasma Glucose (RPG), Glucose in Urine, and ketones
are taken for consideration of the diabetes severity level prediction.

B & 35 untitled Page X |4+ v = X
T O @ D localhost:50233/50 ¢ = 4 e

Gender

No. of times Pregnant  :

FBG

PMBG

Fig. 8. Diabetes Prediction Results

6 Conclusion

Many digital apps are introduced on Android phones for diabetes patients to remind
them about clinical tests, diet, and regular activity. So, their quality of life is improved
[23]. Wearable devices are introduced in the market to monitor blood glucose levels
and send a warning message to patients if the value exceeds a certain threshold level.
Warning messages to remind them to intake tablets, inject insulin, and request assis-
tance in case of emergency [28].

A thorough investigation is needed for the analysis of acute diseases. Computer-
assisted decision support system for diabetes prediction helps doctors with the predic-
tion of severity and further treatment proceedings. Diabetes can be prevented if it is
diagnosed in the early stage. Many awareness programs should be inculcated for human
welfare to impart knowledge about diabetes. In the future, the research can be extended
with different prediction algorithms.
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