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Abstract. This qualitative study delves into specific university lecturers’ per-

spectives regarding the integration of ChatGPT, a sophisticated AI language 

model, into language education assessment paradigms. Through semi-structured 

interviews with 15 lecturers from diverse academic backgrounds, the research 

sought to understand the potential benefits, challenges, and ethical concerns tied 

to this technological integration. Thematic analysis was employed to categorize 

the participants’ insights into the three principal themes mentioned earlier. Nota-

ble findings indicate ambivalence toward technology, highlighting both its po-

tential to enhance personalized learning experiences and concerns about over-

reliance. Ethical considerations, particularly around academic integrity and data 

privacy, emerged as significant themes. Additionally, the need for specialized 

training in technology-driven assessment was underscored, along with concerns 

about ChatGPT’s inability to gauge the emotional nuances inherent in the learn-

ing process. The study also brought forth the need for harmonizing technology 

with established teaching methodologies, addressing equity in technological ac-

cess, and apprehensions about the authentic assessment of students’ capabilities. 

The implications of these findings are multifaceted, suggesting the need for cau-

tious optimism in adopting AI tools like ChatGPT in educational settings and 

providing clear guidelines for educators looking to integrate these technologies 

into their curricula. 

Keywords: Benefits, challenges, ChatGPT, ethical considerations, language ed-

ucation assessment, university lecturers  

1 Introduction 

The rapid advancement in artificial intelligence (AI) technologies has led to the prolif-

eration of sophisticated conversational agents, with OpenAI’s ChatGPT being a notable 

example. While such tools have shown immense potential for personalized learning [1], 

tutoring [2], and information access [3], concerns arise when students might utilize 

them in ways that might compromise academic integrity and the genuine learning pro-

cess [4]. In particular, the integration of ChatGPT into academic environments presents  
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a plethora of challenges and considerations, especially within the confines of an out-
come-based language education framework. 

Outcome-based education (OBE) is a student-centered teaching and learning philos-
ophy that focuses on measurable student outcomes [5]. In language education, OBE is 
pivotal as it encompasses skills and competencies that students should attain by the end 
of their learning journey [6]. Given its emphasis on results, it becomes imperative to 
ensure that assessments genuinely reflect students’ language skills, competencies, and 
knowledge [7]. Any external influence, such as the usage of ChatGPT, that might mis-
represent these outcomes is of paramount concern to teachers. 

Several studies have explored the use of AI in education, its benefits, and its potential 
pitfalls, documented in the systematic review by [8]. However, the specific concerns of 
university lecturers regarding the influence of ChatGPT on student assessment within 
an OBE framework remain largely unexplored. This gap in the literature necessitates 
an inquiry into how lecturers perceive the potential implications, challenges, and op-
portunities brought about by ChatGPT in language education. 

This qualitative study aims to delve into university lecturers’ perceptions and con-
cerns about the presence of ChatGPT and its influence on student assessment in the 
context of outcome-based language education. By understanding these perspectives, 
the study is expected to contribute valuable insights to the broader discourse on AI’s 
role in modern pedagogical practices and to foster strategies that can ensure the integ-
rity and effectiveness of language education in the digital age. 

2 Literature Review 

2.1 Artificial Intelligence in Education 

The last decade has witnessed a significant rise in the use of AI tools in education [9]. 
These tools have been recognized for their potential in personalizing learning experi-
ences, offering adaptive content, and providing real-time feedback [10]. [11] noted that 
AI-driven technologies could potentially reshape pedagogical methods, however, they 
also present concerns around data privacy, ethical use, and academic integrity. 
2.2 ChatGPT and Conversational Agents in Learning 

Conversational agents, such as ChatGPT, are designed to simulate human-like conver-
sations, assisting users in various tasks [12, 13]. In the educational sector, these agents 
can be employed as tutors, offering explanations, answering queries, or even aiding in 
language acquisition [14]. While they offer numerous benefits, including 24/7 accessi-
bility and personalized feedback, concerns arise when students misuse them, particu-
larly in assessments [15]. 
2.3 OBE Framework 

The OBE framework emphasizes clear goal setting, with curricula designed around the 
desired end results or competencies [5]. In language education, OBE might focus on 
achieving specific linguistic competencies, such as fluency, comprehension, or writing 
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proficiency [16]. Any tool or method that might distort the genuine reflection of stu-
dents’ skills in these areas can challenge the integrity of this educational approach. 
2.4 Academic Integrity and Technology 

With the rise of digital technologies, concerns over academic integrity have amplified 
[17]. Studies have shown that tools like translation software, grammar checkers, and 
even conversational agents can be exploited by students to bypass genuine learning and 
artificially enhance assessment outcomes [18]. Thus, understanding how tools like 
ChatGPT can be effectively integrated without compromising academic integrity is cru-
cial. 
2.5 Teacher Perceptions on AI and Assessment 

Although there is extensive literature on the technological and student-centric aspects 
of AI in education, there is a notable gap concerning teacher perspectives. Some pre-
liminary research indicates that while teachers see the potential in AI-driven tools for 
personalized learning, they also express reservations about their implications for genu-
ine student assessment [19]. 

While the adoption of AI tools, including ChatGPT, in education has shown potential 
benefits in personalizing and enhancing learning experiences, concerns persist, espe-
cially within the OBE framework. As the genuine reflection of students’ competencies 
and skills is paramount in this educational model, understanding the implications of 
these tools on assessment is essential. This literature underscores the need for the pre-
sent study, focusing on teacher perceptions and concerns in this domain. Consequently, 
this study explores the primary research question: “How do Vietnamese teachers per-
ceive the application of AI in language student evaluations under an OBE framework, 
considering its benefits, challenges, and ethical concerns?” 

3 Methods 

3.1 Research Design 

In order to comprehensively address the concerns and perceptions of university teachers 
about the influence of ChatGPT on student assessment within an outcome-based lan-
guage education framework, this qualitative research design was employed. The ra-
tionale behind this approach was to enable a deeper understanding of participants’ ex-
periences, feelings, and beliefs, which quantitative methods might not elucidate. 

Two primary theoretical frameworks underpinned this study. Firstly, introduced by 
[20], constructing grounded theory (CGT) emphasizes the co-construction of 
knowledge between the researcher and the participants. It acknowledges that both par-
ties come with their preconceptions and experiences, which play a role in shaping the 
research findings. CGT aims to build theory from the data itself, allowing the emergent 
concerns of lecturers regarding ChatGPT to shape the understanding without enforcing 
a pre-existing structure. Secondly, rooted in [21] work, this perspective posits that 
learning and understanding are socially constructed. In the context of this study, the 
socio-constructivist lens will be pivotal in understanding how social interactions 
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(between students, ChatGPT, and teachers) influence perceptions regarding language 
learning assessments in the OBE framework. 
3.2 Participants 

The study engaged 15 university lecturers who are active members of a higher educa-
tion institution in the Mekong delta of Vietnam. These participants were central to the 
research, offering first-hand perspectives on the influence of ChatGPT on student as-
sessment within the outcome-based language education framework. Efforts were made 
to ensure a gender balance in curating the participant group, resulting in the involve-
ment of 8 males and 7 females. This equitable gender distribution enriched the range of 
viewpoints presented. The participants’ average age stood at 42.8 years, with each ded-
icating an average of 17 years to the field of teaching. Their extensive teaching experi-
ence and age maturity are indicative of their comprehensive understanding of the chal-
lenges and nuances in language education assessments, particularly within the OBE 
framework. 

In terms of academic qualifications, a majority of the participants, specifically 11, 
held Ph.D. degrees. The remaining four were actively progressing through their doc-
toral research. This elevated academic stature reflects their in-depth expertise in their 
respective fields and a profound reverence for academic research, factors anticipated to 
enhance the depth and validity of their contributions. 

Purposive sampling was employed to select these participants, targeting a wide spec-
trum of educational qualifications and rich teaching experiences. The primary criterion 
for their selection was their active roles as university teachers deeply involved in as-
sessments, especially within the Vietnamese higher education setting. Secondary crite-
ria, such as gender, age, and academic accomplishments, were diligently integrated to 
ensure a comprehensive participant representation. 

In summary, with balanced gender representation, extensive teaching history, and 
impressive academic credentials, the participants were poised to offer a multi-dimen-
sional insight into the influence of ChatGPT on student assessments. Their collective 
expertise was deemed essential in realizing the goals of this qualitative research within 
the OBE paradigm. 
3.3 Data Collection 

The choice of semi-structured interviews stemmed from a need to offer participants 
some flexibility, allowing them to delve deeper into areas they deemed important, while 
still adhering to a pre-determined set of themes [22]. This design ensured that core top-
ics were addressed, yet also left room for individual experiences and perspectives to 
emerge organically. 

Before conducting the primary interviews, a pilot phase was implemented involving 
a subset of three participants. The goal was to test the clarity, relevance, and appropri-
ateness of the interview questions. This trial run was invaluable in gauging the flow of 
conversation and identifying areas that might require more probing or elaboration. 
Feedback from the pilot interviews led to the refinement of some questions, ensuring 
they were clear and resonated with the experiences of the lecturers. Ambiguities were 
resolved, and certain questions were either rephrased or replaced to achieve more in-
sightful responses. Post-revisions, some of the central questions included: 
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• How do you perceive the influence of ChatGPT on student assessments within 
the OBE framework? 

• In your experience, how have students integrated ChatGPT into their learning 
process? 

• What challenges or ethical issues do you foresee with the incorporation of AI 
tools like ChatGPT in assessments? 

• How do you believe ChatGPT can be ethically and effectively integrated into 
language education? 

In terms of ethical issues, participants, prior to each interview, were informed of the 
study’s objectives, methods, and potential implications. Written informed consent was 
obtained, ensuring participants were aware of their right to confidentiality and the free-
dom to withdraw from the study at any point without any consequences. Their anonym-
ity was preserved in all documented findings and subsequent publications. 

Each interview session lasted between 45 minutes to an hour, providing ample time 
for an in-depth exploration of the topics. Interviews took place in quiet rooms within 
the respective educational institutions of the participants, ensuring a familiar and com-
fortable environment. This also minimized potential distractions and facilitated a con-
ducive setting for open dialogue. 

Recognizing the importance of comfort and clarity in communication, all interviews 
were conducted in Vietnamese. This choice was informed by the native language of the 
participants, ensuring their ease in articulating nuanced perspectives. Later, relevant 
excerpts were translated into English for the purpose of analysis, with special care taken 
to preserve the original intent and context. 
3.4 Data Analysis 

The process of data analysis was approached with the intent to delve deeply into the 
insights offered by the participants, ensuring that their perspectives and experiences 
were authentically represented. Thematic analysis was chosen as the primary method, 
given its ability to identify, analyze, and interpret patterns within qualitative data [23]. 
The following provides a detailed breakdown of the steps and considerations involved 
in this crucial phase. 

The first step post-data collection was to immerse oneself in the data. Transcripts 
from the interviews were read and reread multiple times, allowing for a holistic under-
standing of the participants’ experiences and narratives. Listening to any audio record-
ings made during the interviews also aided in recalling specific emphases or emotions 
expressed by the participants. The next phase involved the line-by-line coding of the 
transcripts. Every potential theme, no matter how preliminary, was noted. This process 
was iterative and flexible, ensuring that any emerging insights or patterns were duly 
recorded. After the initial coding, these codes were grouped based on their potential 
significance and interrelations. This step led to the identification of tentative themes 
that appeared to hold consistent or recurrent importance across the data set. 

Once tentative themes were identified, they underwent a rigorous review process. 
This involved checking them against the dataset to ensure their relevance and con-
sistency. Some themes were further refined, merged, or even split to more accurately 
reflect the data’s nuances. With the themes solidified, each was given a definitive name 
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and a clear definition. This step was vital not only for clarity but also to ensure that 
each theme could stand on its own in terms of its relevance and significance to the 
research questions. The final step of the analysis involved integrating the themes into a 
coherent narrative. This narrative was underpinned by verbatim excerpts from the par-
ticipants, ensuring that their voices remained at the forefront. These excerpts provided 
evidence for each theme and allowed for the richness of the participants’ experiences 
to shine through in the findings. 

Thematic analysis, with its structured yet flexible approach, proved instrumental in 
distilling the vast array of perspectives and experiences offered by the participants. 
Through this method, the study aimed to present a nuanced and detailed exploration of 
university teachers’ perceptions and concerns regarding ChatGPT within the outcome-
based language education framework. 

4 Findings 

4.1 Benefits 

Remarkably, the majority of the participants (n=11 out of 15) emphasized the promising 
aspects of incorporating ChatGPT, especially its capability to enhance personalized 
learning experiences. Participant 2 shared, “Despite the inherent challenges, I have ob-
served several students utilizing ChatGPT to address immediate queries, which they 
often hesitate to voice in class due to intimidation. It presents them with an intimate, 
tutor-guided journey.” Echoing this sentiment, Participant 7 noted, “For those learners 
requiring varied pacing or methodologies, ChatGPT proves invaluable. It crafts a cus-
tom learning route for them, enabling independent exploration of areas they are pas-
sionate about or find challenging.” 

Interpreted through the CGT, these insights suggest that while lecturers maintain 
certain apprehensions towards AI tools, they concurrently discern the shifting class-
room dynamics. They perceive technology, such as ChatGPT, as an enabler of distinc-
tive and personalized avenues for knowledge acquisition, assisting students who might 
feel marginalized in conventional learning environments. From the socio-constructivist 
lens, the prospect of individualized learning via ChatGPT underscores the intrinsically 
social dimension of education. Every learner, with their distinct social histories and 
learning requisites, benefits from a tool adept at catering to individualized queries and 
learning tempos. In doing so, it offers a form of social interaction finely tuned to each 
student’s unique circumstances, thus fostering a more encompassing educational envi-
ronment. 

A recurring sentiment expressed by 10 out of 15 participants was the enhanced po-
tential of ChatGPT when seamlessly integrated with age-old teaching methodologies, 
as opposed to functioning as an isolated entity. Participant 3 voiced, “It is about finding 
the right balance. ChatGPT should be envisioned as an augmentative asset that com-
plements, not supplants, time-tested teaching techniques.” Amplifying this notion, Par-
ticipant 15 noted, “Blending ChatGPT into collaborative discussions or employing it 
as a clarification tool for assignments can exponentially amplify its effectiveness, en-
suring it complements rather than competes with traditional instructional methods.” 
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From the vantage point of the CGT, there is an evident proclivity among lecturers to 
remain fluid in their pedagogical approaches, consistently seeking ways to enrich their 
methods through the infusion of modern tools. This portrays a mutable and forward-
leaning comprehension of academic delivery mechanisms. Venturing into the socio-
constructivist perspective, intertwining AI with established educational strategies rein-
forces the notion that learning is an intricate mosaic of varied interactions. Instruments 
like ChatGPT can be woven into the classroom’s communicative fabric, playing a sup-
portive role in amplifying discourse rather than monopolizing it. 
4.2 Challenges 

A substantial majority of participants (n=12 out of 15) highlighted assessment concerns 
with the inclusion of ChatGPT in the language education paradigm. The primary issue 
was the potential for students to over-depend on the tool, possibly hindering genuine 
language proficiency and complicating the assessment procedure. Participant 4 shared, 
“I value the advancements offered by tools like ChatGPT, but there is a lingering con-
cern that students may lean on it excessively, bypassing the genuine obstacles and 
growth in language learning.” Similarly, Participant 9 observed, “Students frequently 
resort to ChatGPT for immediate solutions. Although resourceful, I question its con-
sistent educational value in fostering true language skills.” 

From a CGT approach, this theme’s emergence indicates that lecturers shape their 
perceptions of technology based on classroom experiences. Their first-hand encounters 
with students using ChatGPT and their contemplations on its effect on genuine lan-
guage mastery have birthed this common apprehension. The hesitation is not merely 
about the technology, but about how it dovetails with their perceived ideal of efficient 
language education. Through a socio-constructivist perspective, this concern amplifies 
when recognizing that learning is a socially driven process. If students engage more 
with AI than with peers, instructors, or natural language settings, it could alter the socio-
constructivist learning milieu’s essence. This scenario possibly underpins participants’ 
concerns about students aiming for “immediate solutions” instead of participating in 
the holistic social journey of language learning, characterized by challenges, errors, 
peer interactions, and feedback. 

A recurring theme emerging from the discussions was the palpable need for special-
ized training focused on the assimilation of technology. Of the 15 participants, 10 ar-
ticulated reservations about their personal adeptness with tools such as ChatGPT and 
pondered over optimal strategies to embed them into their pedagogical practices. Par-
ticipant 1 shared, “While I recognize ChatGPT’s merits, I often grapple with leveraging 
it to its utmost in my teaching environment. A comprehensive training would be bene-
ficial.” Echoing this sentiment, Participant 10 commented, “These tools come with an 
inherent learning trajectory. To adeptly mentor students, it is imperative that we first 
undergo rigorous training.” 

Examining through the CGT lens, the sentiment of lecturers feeling underprepared 
to embrace technology-laden teaching points to the ever-evolving demands of academic 
roles. As technological tools proliferate and refine, there is a concomitant evolution in 
the requisites and competencies expected of lecturers, prompting them to collabora-
tively seek enhanced professional growth avenues. Viewing this from the socio-
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constructivist perspective, the push for rigorous professional development is essentially 
a beckoning for a more cohesive learning community. To navigate the shifting sands of 
educational technology, lecturers, innately continual learners, necessitate collaborative 
training environments where they can collectively forge strategies and gain deeper in-
sights into novel instructional tools. 

A significant aspect underlined by 9 out of 15 lecturers was the interplay of emotions 
in the learning journey. While recognizing ChatGPT’s capabilities in delivering precise 
answers, they emphasized its inability to gauge and respond to the emotional nuances 
that often accompany students’ educational experiences. Participant 6 shared, “The 
journey of language acquisition is not purely cognitive; there is a strong emotional 
dimension to it. While students navigate the highs and lows, anxieties and moments of 
exhilaration, a technological tool can supply answers, but it lacks the depth and warmth 
of human interaction.” Reinforcing this view, Participant 13 remarked, “One of the 
profound joys of teaching is the emotional resonance it brings. Tools such as ChatGPT, 
despite their efficiency, fall short in mirroring the deep-seated emotional connection 
that binds a student and a teacher.” 

Employing the CGT for analysis, these observations elucidate the lecturers’ innate 
comprehension of the multi-faceted nature of education. They unambiguously cham-
pion the idea that the learning journey, besides being intellectual, is deeply emotional. 
This mutual understanding signals a collectively constructed conviction about the in-
dispensable nature of human empathy and warmth in fostering holistic learning. 
Through the socio-constructivist lens, the nurturing emotional rapport between lectur-
ers and students, as well as among fellow learners, stands out as a cornerstone of a 
thriving academic environment. These relationships foster a nurturing habitat where 
students feel secure to experiment, falter, and evolve. 

An emergent theme identified by 11 out of 15 participants revolved around the qual-
itative aspects of feedback provided by technological instruments like ChatGPT. Par-
ticipant 8 shared, “Feedback extends beyond the binary of correctness. It delves into 
the realm of deciphering the rationale behind errors and guiding on alternative strate-
gies. I have reservations regarding AI’s finesse in navigating these intricacies.” Echo-
ing a similar sentiment, Participant 14 mentioned, “True constructive feedback de-
mands a deep dive into a student’s cognitive pathway, a depth that I remain uncertain 
AI can truly fathom.” 

Through the lens of the CGT, feedback emerges as a central tenet in the teaching-
learning nexus. The apprehensions voiced about AI-mediated feedback resonate with a 
collectively construed perspective of feedback as a multifaceted, dynamic process. 
Navigating through the socio-constructivist perspective, feedback transcends mere er-
ror identification. It is, instead, a rich tapestry of communication, comprehension, and 
mentorship. The hesitations shared by educators likely originate from the skepticism 
regarding AI tools’ capability to seamlessly integrate and contribute to this sophisti-
cated socio-constructive interplay. 

A significant sentiment, shared by 11 of the participants, was the fear that students 
might become overly dependent on AI, hindering their critical thinking and problem-
solving skills. Participant 7 remarked, “There is a thin line between using technology 
as an aid and becoming completely dependent on it. My concern is that students might 
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cross this line.” Participant 14 added, “Critical thinking and the ability to struggle 
through a problem are essential skills. If ChatGPT gives them immediate answers, are 
we doing them a disservice?” 

Using CGT, the findings emphasize the lecturers’ intrinsic belief that struggle and 
effort are integral parts of the learning process. Immediate answers might obstruct the 
co-construction of knowledge. Seen through the socio-constructivist perspective, the 
process of working together, debating, and arriving at solutions in a group setting is 
vital. Over-reliance on AI tools could disrupt this social process of knowledge con-
struction. 

Ten of the 15 lecturers discussed potential issues surrounding the authentic assess-
ment of students’ capabilities if they heavily rely on AI tools like ChatGPT. Participant 
4 mentioned, “If a student uses ChatGPT to complete assignments, how can I truly 
assess their comprehension and skills?” Participant 13 questioned, “Assessments are 
meant to gauge a student’s understanding, but with AI tools so readily available, how 
do we ensure the authenticity of their work?” 

From a CGT standpoint, assessments are viewed not as mere evaluative tools but as 
instruments to understand and guide students’ learning processes. The shared concerns 
highlight the need for authenticity in this understanding. Employing the socio-construc-
tivist perspective, assessments are part of the broader social fabric of the classroom, 
providing feedback loops and guiding future interactions. Any threat to its authenticity 
disrupts this integral socio-constructive process. 
4.3 Ethical Concerns 

For 9 out of the 15 participants, equity stood out as a predominant area of concern. The 
apprehension was centered around the disparity in access to cutting-edge tools like 
ChatGPT for students beyond the classroom walls. Participant 11 articulated, “We can-
not overlook the potential disadvantage faced by students who might be deprived of 
tools like ChatGPT after school hours. This inequality in access is a glaring concern.” 
Echoing this sentiment, Participant 5 highlighted, “As we sail into an era of technolog-
ical prowess, it is imperative that we ensure a level playing field for all students. Un-
interrupted internet access or state-of-the-art devices are not privileges available to 
everyone.” 

Through the prism of CGT, this emerging theme underlines lecturers’ commitment 
to addressing broader societal inequalities. Their roles transcend beyond mere facilita-
tors of knowledge, delving deep into the realm of societal consciousness and justice. 
From the socio-constructivist perspective, learning is intrinsically communal. Hence, 
any tool or methodological shift that might inadvertently cultivate divides or hierarchies 
among learners raises red flags. The underscored emphasis on equitable access under-
scores the quintessence of fostering an inclusive, collective learning ambiance. 

For 8 out of the 15 participants, there was a heightened concern about the ethical 
implications tied to AI technologies, such as ChatGPT, especially concerning data pri-
vacy. Participant 9 expressed, “While the potential of tools like ChatGPT is undeniable, 
what about the data it collects? How can we ensure our students’ privacy?” Participant 
12 commented, “I worry about the implications of pushing students towards tools that 
may store and use their data in ways we do not fully understand.” 
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With the CGT in play, these concerns shed light on lecturers’ proactive thinking. 
They co-construct an understanding of their roles as not just lecturers but also as pro-
tectors of student welfare. From a socio-constructivist perspective, it can be inferred 
that the learning environment should be safe, inclusive, and respectful of individual 
privacy. Introducing any tool that might jeopardize this harmonious social setting can 
introduce unintended barriers to learning. 

A prominent concern resonating with most lecturers (n=13 out of 15) pertains to the 
ethical deployment of tools like ChatGPT, especially during evaluations. Participant 5 
remarked, “With platforms such as ChatGPT readily available, how can we ascertain 
the authenticity of a student’s submission? The boundary differentiating assistance and 
academic misconduct becomes ambiguous.” Participant 12 added, “Though technology 
can empower, it simultaneously introduces dilemmas in upholding academic integrity, 
notably during evaluations. Its utility is akin to a double-edged sword.” 

Interpreting through the CGT lens, these apprehensions mirror the lecturers’ intricate 
dance with the intricacies of embedding novel tools into the academic landscape. Their 
interactions with students, coupled with reflections on potential misuses of ChatGPT in 
evaluations, have molded this collective sentiment of caution. From the socio-construc-
tivist vantage point, preserving the genuineness of student engagement with educational 
content remains of utmost significance. When students over-rely on AI during evalua-
tions, it disrupts the authentic socio-constructivist journey, in which errors, constructive 
feedback, and peer engagements are pivotal in sculpting comprehension. 

5 Discussion 

5.1 Benefits 

The current research brings forward the intriguing prospects of integrating AI, espe-
cially ChatGPT, in language education. A noteworthy aspect underscored is ChatGPT’s 
potential in cultivating individualized learning experiences, echoing the belief of tech-
nology as an educational equalizer [24]. This helps learners carve their distinct educa-
tional paths. Furthermore, there is an innovative stance on integrating technology har-
moniously with time-tested assessment methods. This perspective highlights the prom-
ising collaborative future between AI tools and traditional pedagogy. In stark contrast 
to certain prior skeptic views on AI tools [25], this study provides a balanced perspec-
tive on the implications of ChatGPT’s integration. 
5.2 Challenges 

This study mirrors prior findings about educators’ apprehensions toward the swift tech-
nological influx into classrooms [26]. Specific themes like hesitancy towards technol-
ogy adoption and potential over-dependence on such tools surface prominently. Emo-
tionality’s crucial role in the learning journey is another pivotal challenge identified. 
While AI’s cognitive advantages are recognized [27, 28], replicating the emotional fac-
ets of learning is where AI might falter. This is supported by [29], emphasizing educa-
tion’s dual nature, driven by both cognition and emotion. In addition, the study identi-
fies a perceived training gap, echoing prior findings where educators felt ill-equipped 
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to tread the evolving tech-landscape [30, 31]. Themes like the need for comprehensive 
technology-driven assessment training underscore this concern. A deep dive into equity 
and assessment challenges further prompts a call for detailed planning in AI’s academic 
integration. 
5.3 Ethical Issues 

Apart from the operational challenges, the research unravels deeper ethical dilemmas 
surrounding AI’s use. The study articulates worries about AI’s ethical application, ex-
tending beyond mere examination malpractices to encompass broader issues, notably 
student data privacy. As we weave AI tools like ChatGPT into the educational tapestry 
[32], the study underscores the importance of comprehensive planning, keeping societal 
disparities and the imperativeness of genuine assessment at the forefront. 

6 Conclusion 

The landscape of modern education finds itself at an intersection of traditional peda-
gogy and the burgeoning realm of advanced technology. This dynamic, brimming with 
both prospects and apprehensions, has taken center stage in the wake of AI-driven tools 
such as ChatGPT. This study, rooted in a qualitative paradigm, sought to navigate this 
intricate milieu by harnessing the insights of educators, those who stand at the forefront 
of this technological transformation. Utilizing semi-structured interviews, the perspec-
tives of 15 lecturers were distilled, shedding light on an array of sentiments tied to the 
incorporation of ChatGPT in language education and its subsequent assessment.  

A significant revelation was the ambivalence towards technology integration. The 
duality emerged where lecturers, while acknowledging the transformative potential of 
ai, harbored concerns about students’ over-dependence on such tools, which might 
shadow genuine language acquisition and convolute traditional assessment norms. Yet, 
amidst these reservations, a ray of optimism surfaced in the form of perceived benefits 
for personalized learning. Many lecturers viewed ChatGPT as a valuable ally, crafting 
tailor-made learning journeys for students and addressing immediate queries, thereby 
fostering an intimate, tutor-guided experience.  

However, the smooth sailing of AI’s benefits was frequently met with turbulent wa-
ters of ethical concerns. The study unveiled pronounced worries about the ethical use 
of AI, especially during evaluations. The boundary between academic integrity and 
technological assistance became a contentious domain, with ChatGPT sitting squarely 
in the midst of this debate. Additionally, concerns over data privacy further augmented 
these ethical quandaries, emphasizing the need for robust safeguards. A palpable un-
dercurrent in the lecturers’ discourse was the imperative for training in technology-
driven assessment. While the merits of ChatGPT were recognized, many lecturers felt 
ill-equipped to harness its full potential, thereby spotlighting the urgency for special-
ized training modules. The discourse then veered towards the intangible yet pivotal 
dimension of emotionality in learning. Lecturers were unanimous in emphasizing the 
emotional tapestry that accompanies the journey of learning. In this domain, while 
chatgpt excelled in delivering precise answers, it remained bereft of the human touch, 
the emotional nuances that only a human lecturer can decipher and address.  
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Feedback, an essential cornerstone of education, also came under the scanner. The 
nuances of feedback in assessment revealed that while ChatGPT could offer immediate 
feedback, its ability to delve deep into the cognitive underpinnings of a student’s 
thought process remained in question. Lecturers also advocated for a harmonized ap-
proach, where AI tools like ChatGPT seamlessly harmonize with established assess-
ment techniques, not as a replacement but as an augmentative force. This integration, 
they believed, would yield optimal educational outcomes. However, the beacon of eq-
uity could not be overshadowed. Concerns about equitable access to tools like ChatGPT 
outside the classroom realm underscored the importance of ensuring that technological 
advancements do not inadvertently widen the educational divide.  

The study also laid bare the fears of an over-reliance on technology, where the im-
mediate gratifications offered by ai tools might inadvertently stifle essential skills such 
as critical thinking and problem-solving. An overarching theme that encapsulated many 
of these concerns was the challenge of authentic assessment in the AI era. With tools 
like ChatGPT at students’ disposal, discerning genuine effort from AI-aided outputs 
became a paramount concern for lecturers.  

7 Implications 

The study’s findings reveal multifaceted implications for stakeholders in the educa-
tional realm. These implications touch on aspects from teaching methodologies and 
ethical considerations to technology’s role in shaping the future of education. 

Foremost, the ambivalence towards technology integration suggests a need for a par-
adigm shift. Education institutions must recalibrate their teaching strategies. While 
technology such as ChatGPT offers innovative approaches to learning, it is crucial to 
ensure these tools do not overshadow the essence of learning. The primary objective 
remains nurturing genuine language proficiency and understanding in students. The 
perceived benefits for personalized learning offers a more optimistic lens. It showcases 
AI’s potential in revolutionizing personalized education. For lecturers and curriculum 
developers, this signals the need to devise frameworks that harness AI’s capabilities. 
By integrating ai in a manner that accommodates individual student needs, there is a 
genuine opportunity to foster more inclusive, personalized learning environments. 

However, with advancements come challenges. The concerns related to ethical use 
and ethical implications of AI use underline the importance of robust ethical frame-
works. Institutions and policymakers must coalesce to draft guidelines that clearly de-
marcate the boundaries for AI usage, especially during evaluations. This ensures aca-
demic integrity while also safeguarding student data privacy. Another crucial insight is 
the imperative for training in technology-driven assessment. It underscores the pivotal 
role of continuous professional development in the age of digital learning. Educational 
institutions must actively prioritize and invest in training modules that equip teachers 
with the necessary competencies to adeptly navigate and integrate AI tools within their 
pedagogies. 

The research also underscores the irreplaceable essence of human interaction in 
learning, as highlighted by emotionality’s role in the learning process and assessment. 
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This suggests that while AI can significantly aid cognitive learning, the emotional fac-
ets of education remain deeply intertwined with human instructors. Balancing AI tools 
with the human touch of teaching appears to be the way forward. On the topic of feed-
back, the nuances of feedback in assessment beckon technology developers to innovate. 
There is a pressing need for AI tools that do not merely correct but provide enriched, 
qualitative feedback. Such comprehensive feedback mechanisms can tremendously el-
evate the learning experience. 

Importantly, the theme of harmonizing technology with established assessment tech-
niques points towards integration rather than replacement. AI tools, including 
ChatGPT, should be perceived and utilized as enhancements to current methodologies, 
blending seamlessly with established teaching practices to offer an enriched learning 
experience. Equity emerges as a dominant concern with addressing equity in techno-
logical integration for assessments. As we stride towards a technologically-driven edu-
cational landscape, policymakers must craft strategies ensuring equitable access. This 
encompasses ensuring that all students, regardless of background, can benefit from 
tools like ChatGPT. The over-reliance on technology and authentic assessment chal-
lenges findings shed light on another dimension. They highlight the urgency for guide-
lines that delineate AI’s role in education. Encouraging students to perceive AI as an 
auxiliary tool, rather than an absolute, can foster genuine understanding and independ-
ent thinking.  

8 Limitations and Recommendations for Further Studies 

The present study, while offering valuable insights into university lecturers’ perspec-
tives on the integration of ChatGPT in language education, has certain limitations. Pri-
marily, the study’s scope was confined to a sample of 15 lecturers, potentially restrict-
ing the generalizability of the findings to a broader educator population. Additionally, 
the qualitative, semi-structured nature of the interviews might introduce biases based 
on interviewees’ recall. Moreover, the study mainly centered on lecturers’ views, pos-
sibly neglecting students’ perspectives, administrators, or other stakeholders in the ed-
ucation ecosystem, which might offer a more comprehensive picture of the topic at 
hand. 

In light of the aforementioned limitations, several recommendations emerge for fu-
ture research. There is a pronounced need for larger-scale studies, potentially employ-
ing mixed methods to gather both qualitative and quantitative data on the implications 
of ChatGPT and similar tools in education. Future studies might also benefit from ex-
ploring students’ perspectives, as they are the primary beneficiaries of such technolog-
ical integrations, to gain a fuller understanding of the advantages and challenges they 
perceive. Furthermore, examining the actual impact of ChatGPT on student perfor-
mance, rather than perceptions alone, could provide tangible metrics on its efficacy in 
the learning process. Lastly, cross-cultural or international studies could offer insights 
into how cultural contexts might influence perceptions and uses of AI tools in educa-
tion. 

University Teachers’ Perceptions on the Integration of ChatGPT             19



References 

[1] Hong, W. C. H.: The impact of ChatGPT on foreign language teaching and learning: op-
portunities in education and research. Journal of Educational Technology and Innova-
tion, 5(1), 37-45 (2023). 
[2] Lo, C. K.: What is the impact of ChatGPT on education? A rapid review of the litera-
ture. Education Sciences, 13(4), 410 (2023). 
[3] Lund, B. D., & Wang, T.: Chatting about ChatGPT: how may AI and GPT impact aca-
demia and libraries?. Library Hi Tech News, 40(3), 26-29 (2023). 
[4] Uzun, L.: ChatGPT and academic integrity concerns: Detecting artificial intelligence gen-
erated content. Language Education and Technology, 3(1), 45-54 (2023). 
[5] Spady, W. G:. Outcome-Based Education: Critical Issues and Answers. American Asso-
ciation of School Administrators (1994). 
[6] Brindley, G.: Outcomes-based assessment and reporting in language learning pro-
grammes: A review of the issues. Language Testing, 15(1), 45-85 (1998). 
[7] Brindley, G.: Outcomes-based assessment in practice: Some examples and emerging in-
sights. Language Testing, 18(4), 393-407 (2001). 
[8] Zhai, X., Chu, X., Chai, C. S., Jong, M. S. Y., Istenic, A., Spector, M., ... & Li, Y.: A 
Review of Artificial Intelligence (AI) in Education from 2010 to 2020. Complexity, 2021, 1-
18 (2021). 
[9] Alnahdi, A.: The impact of the use of artificial intelligence in the education sector. Inter-
national Journal of Artificial Intelligence and Machine Learning, 1(4), 1-8 (2019). 
[10] Baker, R., & Siemens, G.: Learning analytics and educational data mining. In: Cambridge 
Handbook of the Leaning Sciences, pp. 253-272. Cambridge University Press (2014). 
[11] Grassini, S.: Shaping the future of education: exploring the potential and consequences 
of AI and ChatGPT in educational settings. Education Sciences, 13(7), 692 (2023). 
[12] Diederich, S., Brendel, A. B., & Kolbe, L. M.: Designing anthropomorphic enterprise 
conversational agents. Business & Information Systems Engineering, 62, 193-209 (2020). 
[13] Haleem, A., Javaid, M., & Singh, R. P.: An era of ChatGPT as a significant futuristic 
support tool: A study on features, abilities, and challenges. BenchCouncil Transactions on 
Benchmarks, Standards and Evaluations, 2(4), 100089 (2022). 
[14] Hobert, S., & Meyer von Wolff, R.: Say hello to your new automated tutor-a structured 
literature review on pedagogical conversational agents. In: Proceedings of the 14th Interna-
tional Conference on Wirtschaftsinformatik. Siegen (2019). 
[15] Gulz, A., Haake, M., Silvervarg, A., Sjödén, B., & Veletsianos, G.: Building a social 
conversational pedagogical agent: Design challenges and methodological approaches. 
In: Conversational agents and natural language interaction: Techniques and effective prac-
tices, pp. 128-155. IGI Global (2011). 
[16] Harding, L., Alderson, J. C., & Brunfaut, T.: Diagnostic assessment of reading and lis-
tening in a second or foreign language: Elaborating on diagnostic principles. Language Test-
ing, 32(3), 317-336 (2015). 
[17] Eaton, S. E., & Dressler, R.: Multilingual essay mills: Implications for second language 
teaching and learning. Notos, 14(2), 4-14 (2019). 
[18] Bretag, T., Harper, R., Burton, M., Ellis, C., Newton, P., van Haeringen, K., ... & Rozen-
berg, P.: Contract cheating and assessment design: exploring the relationship. Assessment & 
Evaluation in Higher Education, 44(5), 676-691 (2019). 
[19] Luckin, R., & Cukurova, M.: Designing educational technologies in the age of AI: A 
learning sciences‐driven approach. British Journal of Educational Technology, 50(6), 2824-
2838 (2019). 

20             P. H. Yen et al.



[20] Charmaz, K.: Constructing grounded theory: A practical guide through qualitative anal-
ysis. Sage (2006). 
[21] Vygotsky, L. S.: LS Vygotsky’s Pedological Works: Volume 1. Foundations of Pedol-
ogy. Springer Singapore (2019). 
[22] Adeoye‐Olatunde, O. A., & Olenik, N. L.: Research and scholarly methods: Semi‐struc-
tured interviews. Journal of the American College of Clinical Pharmacy, 4(10), 1358-1367 
(2021). 
[23] Braun, V., Clarke, V., & Hayfield, N.: Thematic analysis: A reflexive approach. SAGE 
Publications (2023). 
[24] Dumitrica, D.: Fixing higher education through technology: Canadian media coverage of 
massive open online courses. Learning, Media and Technology, 42(4), 454-467 (2017). 
[25] Kaliisa, R., Mørch, A. I., & Kluge, A.: ‘My point of departure for analytics is extreme 
skepticism’: Implications derived from an investigation of university teachers’ learning ana-
lytics perspectives and design practices. Technology, Knowledge and Learning, 27(2), 505-
527 (2022). 
[26] Ross, S. M.: Technology infusion in K-12 classrooms: A retrospective look at three dec-
ades of challenges and advancements in research and practice. Educational Technology Re-
search and Development, 68, 2003-2020 (2020). 
[27] Davenport, T. H., & Ronanki, R.: Artificial intelligence for the real world. Harvard Busi-
ness Review, 96(1), 108-116 (2018). 
[28] Udell, M., Stehel, V., Kliestik, T., Kliestikova, J., & Durana, P.: Towards a smart auto-
mated society: Cognitive technologies, knowledge production, and economic growth. Eco-
nomics, Management and Financial Markets, 14(1), 44-49 (2019). 
[29] Richards, J. C.: Exploring emotions in language teaching. RELC Journal, 53(1), 225-239 
(2022). 
[30] Kraglund-Gauthier, W. L., Young, D. C., & Kell, E.: Teaching students with disabilities 
in post-secondary landscapes: Navigating elements of inclusion, differentiation, universal de-
sign for learning, and technology. Transformative Dialogues: Teaching and Learning Jour-
nal, 7(3), 1-9 (2014). 
[31] Rueda, M. M., & Cerero, J. F.: Main barriers to ICT teacher training and disability. Re-
search in Social Sciences and Technology, 4(2), 96-114 (2019). 
[32] Keengwe, J.: Creative AI Tools and Ethical Implications in Teaching and Learning. IGI 
Global (2023). 

Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.

University Teachers’ Perceptions on the Integration of ChatGPT             21

http://creativecommons.org/licenses/by-nc/4.0/

	University Teachers’ Perceptions on the Integration of ChatGPT in Language Education Assessment: Challenges, Benefits, and Ethical Considerations

