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Abstract. Data processing and optimization are two major challenges in data 

analysis such as clustering. In practice, data often contains missing values that 

must be handled appropriately. This research provides an innovative approach to 

clustering incomplete data using Interval Kernel Fuzzy C-Means (IKFCM) tech-

nique optimized by Particle Swarm Optimizer with Two Differential       Muta-

tions (PSOTD). The proposed method solves the problem of incomplete data 

clustering by introducing interval imputation that allows more flexible handling 

of missing values. The interval value is obtained using the nearest neighbor 

method, which provides information on the similarity between an    incomplete 

datum and its neighbors. Then, Kernel Fuzzy C-Means (KFCM) is applied due 

to its efficacy in handling outlier data and improving the accuracy of data repre-

sentation in a high-dimensional feature space. In addition, Particle Swarm Opti-

mization (PSO) algorithm adopting Differential Evolution (DE) technique with 

two different mutations is used to optimize the clustering        algorithm to obtain 

better results. The addition of DE technique to PSO is believed to enhance global 

search capability and search efficiency. The proposed method is evaluated using 

the Partition Coefficient Index (PCI), Partition      Entropy Index (PEI), and Ap-

parent Error Rate (APER). Experimental results show that the proposed approach 

can efficiently cope with data incompleteness, resulting in more accurate cluster-

ing results than the comparison algorithms.   In addition, the PSO algorithm en-

hanced with differential mutation makes the clustering result achieve a better so-

lution. 

Keywords: Incomplete data clustering, Interval imputations, Kernel based 

fuzzy c-means, Particle swarm optimization, Differential evolution 

1 Introduction 

Clustering is defined as the process of dividing a dataset into specific clusters       ac-

cording to the similarity of objects in the data. Objects that have similarities to each 

other will be collected in the same cluster. Research on clustering has been conducted 

frequently since the late 1980s and 1990s [1]. In fact, the monograph [2] in 1963   be-

came the trigger for global research on clustering techniques. Clustering methods are 

useful for finding previously unknown groups in unlabeled data. Now, clustering has 
been widely used in various research sectors, including sports [3], medical [4],  
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economics [5], social networks [6], image [7], and others. One common type of    clus-

tering method is a fuzzy-based clustering algorithm. 

Fuzzy sets were first presented by Zadeh in 1965 [8] as a development of crisp sets. 

The set is defined by 𝑥, which has a value between 0 and 1 Fuzzy C-Means (FCM) is a 

clustering algorithm that uses fuzzy concepts to handle uncertainty in data. FCM was 

introduced by Bezdek in 1973 [9] by improving the K-means algorithm proposed by 

Llyod [10]. FCM has been widely used for various studies such as education [11], med-

ical [12], image [13], farm [14] and usually applied to complete datasets.             Un-

fortunately, some problems are often found in the clustering process, one of which is 

the missing value problem that causes incomplete datasets. Generally, this may occur 

due to several factors, such as errors in data input. Research shows that at least 5% of 

the data are missing [15]. For example, suppose a datum 𝑥𝑖 = (3, ? ,5) with a value in

the second variable 𝑥𝑖2 is a missing value; if the value is not appropriately handled, the

resulting conclusion may be inaccurate. In addition, the FCM algorithm cannot be used 

directly to cluster incomplete data [16]. 

Several studies were conducted so that the FCM algorithm can be used on incomplete 

datasets. Hathaway and Bezdek proposed four strategies for handling incomplete data 

using the FCM algorithm, namely Whole Data Strategy (WDS), Partial Data Strategy 

(PDS), Optimal Completion Strategy (OCS), and Nearest Prototype Strategy (NPS) 

[17]. The first strategy (WDS) removes all datums that have missing values. This strat-

egy may be recommended if the dataset contains a small number of missing   values. 

The second strategy (PDS) approaches the missing values using partial     distance 

equation instead of Euclidean distance in the standard FCM algorithm. The third (OCS) 

and fourth (NPS) strategies treat missing values as values to be imputed. OCS imputes 

them with a value that is considered optimal for obtaining a good    estimate. Whereas 

NPS fills the missing value with a value that corresponds to the closest prototype. 

Zhang and Li [18] developed another approach for clustering    incomplete data by 

incorporating information from the prior distribution of missing values. This infor-

mation is then used in the FCM algorithm by involving the        maximum expectation 

criterion. Balqis and Sadoq [19] developed a fuzzy              self-organizing map algorithm 

by utilizing the OCS strategy at each iteration. Zhang and Chen [20] also developed 

research on the OCS strategy performed on the        kernel-based FCM algorithm 

(KFCM). Kernel is a proven technique for dealing with non-linear data, as it supports 

a better approach to the data structure. The proposed algorithm is able to perform better 

clustering than the standard FCM algorithm.    Rodrigues et al. [21] proposed the 

VKFCM-K-LP algorithm, which is a KFCM    algorithm that considers metric kernel-

ization with locally adaptive distance. This research adopts the WDS, PDS, and OCS 

strategies.  

Intervals are one of the strategies often used to deal with incomplete datasets. Li et al. 

[16] proposed a new approach to estimate missing values using interval values. The

value is obtained using the concept of nearest neighbor, which is based on the partial

distance between datums. Interval can provide greater flexibility in estimated value.

Khan et al. [22] proposed a missing value approach by considering the selection of

shorter intervals, which proved to be more effective than the use of long intervals. An

FCM algorithm with an interval re-construction strategy for incomplete data was
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developed by Zhang et al. [23]. The proposed algorithm is also accompanied by        op-

timization to improve clustering performance. The literature reviews above shows that 

strategies for handling incomplete datasets are very important, including interval strat-

egies. 

FCM algorithms, whether kernel-based or not, have the problem of being sensitive to 

the initial centroid [24]. Heuristic algorithms are often used to overcome this problem. 

Particle Swarm Optimization (PSO) is one of the most widely used heuristic         algo-

rithms because it is simple and easy to use. This algorithm was first introduced by Eber-

hart and Kennedy in 1995 [25]. Cura [26]conducted research on the use of PSO for 

clustering problems in general. [27], [28], and [29]proposed the use of PSO for FCM 

algorithm optimization to more easily obtain a global solution. Praseda and Shivakumar 

[30] proposed the Hybrid Kernel Distance-Based Possibilistic Fuzzy Local Information 

C-Means (HKD-PFLICM) algorithm for clustering customer churn data. The proposed 

algorithm is able to produce up to 95% accuracy. Salleh and   Samat [31] combined 

PSO and FCM (FCMPSO) algorithms to handle missing values in heart disease da-

tasets. The results showed that filling in missing values using FCMPSO obtained supe-

rior results compared to other methods, such as mean and median. Even so, the PSO 

algorithm also has a weakness, which is easily trapped in the local optimal solution 

[32]. Particle Swarm Optimizer with Two Differential   Mutations (PSOTD) is one of 

the modifications of the PSO algorithm combined with the Differential Evolution (DE) 

algorithm [32]. DE is a simple, popular search     algorithm and has been widely applied 

to other variants of the PSO algorithm, such as DEPSO (Differential Evolution Particle 

Swarm Optimization) [33] and PSOCA   (Particle Swarm Optimization and Cultural 

Algorithm) [34]. DE has three common operators, namely, crossover, mutation, and 

selection. PSOTD adopts DE with the addition of two different mutation operations. 

The results show that PSOTD can improve standard PSO performance. 

This article develops the Interval Kernel Fuzzy C-Means (IKFCM) algorithm       pro-

posed by [16], which has been proven to be able to perform clustering well on incom-

plete datasets. To improve the performance of the IKFCM algorithm, we add an   opti-

mization technique using the PSOTD algorithm [32] with the hope that the     resulting 

performance will be better. There will be comparisons between the proposed algorithm 

and several other algorithms, such as mean KFCM, median KFCM, OCSKFCM, 

IKFCM, and IKFCMPSO. 

2 Research Methods 

This section outlines the techniques used in formulating the proposed methodology for 

incomplete data clustering. The approach taken is the optimization of the Interval Ker-

nel Fuzzy C-Means (IKFCM) algorithm using the Particle Swarm Optimizer with Two 

Differential Mutations (PSOTD). Model performance is evaluated based on   Partition 

Entropy Index (PEI), Partition Coefficient Index (PCI), and Apparent Error Rate 

(APER). 
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2.1 Interval Kernel Fuzzy C-Means 

Given an incomplete dataset 𝑿 = {𝒙𝟏, 𝒙𝟐, … , 𝒙𝒏} ⊂ 𝑹𝒔, if 𝒙𝒃 is an incomplete datum, 

then the nearest neighbor relationship of 𝒙𝒃 can be obtained using the partial distance 

approach [16]. The partial distance of 𝒙𝒃to 𝒙𝒑 can be found using equation (1). 

𝑑𝑝𝑏 = √
𝑠

∑ 𝐼𝑗
𝑠
𝑗=1

∑(𝑥𝑗𝑏 − 𝑥𝑗𝑝)
2

𝐼𝑗

𝑠

𝑗=1

, 

 

 

(1) 

where 𝑥𝑗𝑏  and 𝑥𝑗𝑝 are the 𝑗 th attributes of 𝒙𝒃 and 𝒙𝒑, then 

𝑰𝒋 =  {
1       𝑖𝑓 xjb, 𝑥𝑗𝑝 ∈ 𝒙𝒑

0               otherwise,
 

 

(2) 

where 𝑝, 𝑏 = 1,2, … , 𝑛, 𝑗 = 1,2, … , 𝑠, and 𝒙𝒑 is a datum that has a value. Based on the 

concept of nearest neighbor, a datum containing missing values and its neighbors have 

similar features. Therefore, the range of missing values 𝑥𝑗𝑏  can be estimated using the 

minimum and maximum values of 𝑞 nearest neighbors and can be written as the interval  

[𝑥𝑗𝑏
− , 𝑥𝑗𝑏

+ ]. Suppose 𝑿̅ = { 𝒙1, 𝒙2, … , 𝒙𝑛} is an interval-valued dataset,, where  𝒙𝑘 =

( 𝑥̅𝑗1, 𝑥̅𝑗2, … , 𝑥̅𝑗𝑠), ∀𝑗, 𝑘 ∶   𝑥̅𝑗𝑘 = [ 𝑥̅𝑗𝑘
− , 𝑥̅𝑗𝑘

+ ]. The objective function of interest in the 

IKFCM algorithm is: 

𝐽(𝑼, 𝑉̅) =  ∑ ∑ 𝑢𝑖𝑗
𝑚‖Φ(𝒙𝑗) − Φ(𝒗̅𝑖)‖

𝑛

𝑗=1

2

,

𝑐

𝑖=1

 

 

(3) 

where 

‖Φ(𝒙𝑗) − Φ(𝒗̅𝑖)‖
2

= 2(1 − 𝐾(𝒙𝑗, 𝒗̅𝑖))  

(4) 

The necessary conditions to minimize equation (3) with constraints ∑ 𝑢𝑖𝑗
𝑐
𝑖=1 = 1; 𝑗 =

1,2, … , 𝑛 can be obtained by the Lagrange multiplier, which results in equations (5) and 

(6). 

𝑢𝑖𝑗 = [∑ (
‖Φ(𝒙𝑗) − Φ(𝒗̅𝑖)‖

2

‖Φ(𝒙𝑗) − Φ(𝒗̅𝑡)‖
2)

1
𝑚−1𝑐

𝑡=1

]

−1

where 𝑖 = 1,2, … , 𝑐; 𝑗 = 1,2, … , 𝑛. 

 

(5) 

𝒗̅𝑖 =  
∑ 𝑢𝑖𝑗

𝑚𝐾(𝒙𝑗 , 𝒗̅𝑖)𝒙𝑗
𝑛
𝑗=1

∑ 𝑢𝑖𝑗
𝑚𝐾(𝒙𝑗 , 𝒗̅𝑖)

𝑛
𝑗=1

 where 𝑖 = 1,2, … , 𝑐, 
 

(6) 

where 

𝐾(𝒙𝑗, 𝒗̅𝑖) = 𝑒𝑥𝑝 (−
(𝒙𝑗

− − 𝒗̅𝑖
−)

𝑇
(𝒙𝑗

− − 𝒗̅𝑖
−) + (𝒙𝑗

+ − 𝒗̅𝑖
+)

𝑇
(𝒙𝑗

+ − 𝒗̅𝑖
+)

𝜎2
) 

 

(7) 

 

2.2 Particle Swarm Optimizer with Two Differential Mutations (PSOTD) 

PSO algorithm only uses the global and personal best position iteratively, so the     al-

gorithm is less balanced in exploration and exploitation ability in the search space re-

gion. The addition of crossover, mutation, and selection principles from the DE algo-

rithm can help PSO overcome these problems. [32] proposed the PSOTD       algorithm, 
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which is a modification of the PSO algorithm by adding DE operators to improve the 

position of the personal best. This algorithm has two mutation operators that have dif-

ferent characteristics; one excels in exploration and the other excels in exploitation. 

PSOTD still has the principle of speed and position, like the PSO      algorithm. The 

velocity and position equations are shown in equations (8) and (9). 

𝑣𝑖
𝑡+1 = 𝜔𝑣𝑖

𝑡 + 𝑐𝑟 (𝑝𝑖𝑤𝑖𝑛𝑖
𝑡 − 𝑥𝑖

𝑡) (8) 

𝑥𝑖𝑑
𝑡+1 = 𝑥𝑖

𝑡 + 𝑣𝑖
𝑡+1, (9) 

 

𝑝𝑖𝑤𝑖𝑛is the main focus built by PSOTD to find the global solution, and this is what 

distinguishes it from standard PSO. 𝑃𝑖𝑤𝑖𝑛determines the direction of solution search 

with the help of the DE algorithm to prevent premature convergence and improve 

search performance. The following is an explanation of the three DE principles used in 

PSOTD algorithm. 

1. Mutation. There are two DE mutation operators used. 

a. DE/rand/1 

𝑚𝑖,𝑑 = 𝑝𝑟1,𝑑 + 𝐹(𝑝𝑟2,𝑑 − 𝑝𝑟3,𝑑) (10) 

b. DE/current-to-best/1 

𝑚𝑖,𝑑 = 𝑝𝑖,𝑑 + 𝐹(𝑝𝑔𝑖,𝑑 − 𝑝𝑖,𝑑) + 𝐹(𝑝𝑟1,𝑑 − 𝑝𝑟2,𝑑), (11) 

where 𝑟1, 𝑟2, dan 𝑟3 are integer random numbers in the interval [1, 𝑛], 
while F is a positive control parameter. 𝑝 and 𝑝𝑔 denote personal best and 

global best. 

2. Crossover. This operation aims to swap some components of 𝒎 with 𝒑 

to form a new vector 𝒒.  

𝑞𝒊,𝒅 =  {
𝑚𝑖,𝑑    if 𝑟2 ≤ 𝐶𝑅 atau 𝑑 = 𝑑𝑟𝑎𝑛𝑑

𝑝𝑖,𝑑                                otherwise,
 

 

(12) 

where 𝑟2 is a random number in the interval [0,1]. CR is the Crossover 

Rate. 𝑑𝑟𝑎𝑛𝑑is an integer random number in[1, 𝑑] which guarantees that at 

least one element in vector 𝒒 differs from vector 𝒑.  

3. Selection. This operation aims to ensure that vectors that have better      fit-

ness values will be retained in the next generation. 

𝑷𝒊𝒘𝒊𝒏𝒊
=  {

𝒒𝒊   if 𝑓(𝒒𝒊) ≤ 𝑓(𝒑𝒊)
𝒑𝒊            otherwise.

 
 

(13) 
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Thus, the particles will continue to evolve with each generation. In     ad-

dition, the PSOTD algorithm also divides the swarm into two         sub-

swarms. The division is done iteratively with the following       equation: 

𝑁 = 𝑁1 + 𝑁2 (14) 

𝑁2 =  ⌊
𝑡

𝑀𝑎𝑥𝑖𝑡
𝑁⌋, 

(15) 

where 𝑀𝑎𝑥𝑖𝑡 is the maximum iteration and ⌊ ⌋ is the floor operator. 𝑁1 

and 𝑁2 denote the number of swarms in sub-swarm1 and sub-swarm2. 

2.3 Proposed Method: IKFCM-PSOTD 

The structure of the proposed method is shown in Figure 1. There are four main steps: 

1) Imputation using intervals; 2) IKFCM-PSOTD; 3) Performance evaluation. 

 

Fig. 1. Structure of Proposed Method 

The detailed procedure of the IKFCM-PSOTD algorithm for incomplete data can be 

seen in the following explanation: 

Step 1 : Find as many as 𝑞 nearest neighbors of each datum containing missing values 

using equation (1), then transform the incomplete dataset into a complete              inter-

val-valued dataset. 

Step 2  : Initialize IKFCM and PSOTD Parameters 

Step 3 : Initialize the initial membership matrix 𝑼(0), the initial centroid matrix 𝑿(0) 

as the initial position in PSOTD and the initial velocity 𝑽(0). 

Step 4 : Calculate the initial membership matrix 𝑼(1) using equation (5). 

Step 5 : Calculate  𝜖 = 𝑀𝑎𝑥|𝑼(1) − 𝑼(0)| and determine the personal best 𝑷, global 

best 𝒑𝒈, and global best membership 𝒖𝒈. 

Step 6 : Divide the swarm into sub-swarms 1 and 2 using equations (14) and (15). 

Step 7 : For each iteration 𝑡 = 1,2, … , 𝑀𝑎𝑥𝑖𝑡, perform mutation  𝑴(𝑡), crossover 𝑄(𝑡), 

and selection 𝑷𝒊𝒘𝒊𝒏(𝑡) using equations (10), (11), (12), and (13). 

Step 8 : Update the centroid 𝑿(𝑡), velocity 𝑽(𝑡), and membership 𝑼(𝑡 + 1) using equa-

tions (8), (9), and (5). 

Step 9 : Calculate 𝜖 = 𝑀𝑎𝑥|𝑼(𝑡 + 1) − 𝑼(𝑡)| and personal best 𝑷(𝑡), global best  

𝒑𝒈(𝑡), dan global best membership 𝒖𝒈(𝑡). Repeat steps 7 to 9 until the PSOTD    stop-

ping condition is satisfied and get the global best 𝒑𝒈 and memberhship global best 𝒖𝒈. 

Step 10 : Convert 𝒑𝒈 and 𝒖𝒈 into 𝒗(0) and 𝒖(0) in the IKFCM algorithm. 
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Step 11 : For each iteration 𝑖 = 1,2, … , 𝑀𝑎𝑥𝑖𝑡, update 𝒖(𝑖) and 𝒗(𝑖) with equations (5) 

and (6). Perform step 11 until the IKFCM stopping condition is met and get the solution 

𝒖 and v. 

 

2.4 Evaluation Tools 

The last step is the process of evaluating the performance of the algorithm. Evaluation 

can be done with various methods. This study uses three clustering evaluation tools, 

namely Partition Entropy Index (PEI), Partition Coefficient Index (PCI), and      Ap-

parent Error Rate (APER). 

PEI measures the level of data uniformity within a cluster [35]. 

𝑃𝐶𝐼 = −
1

𝑁
(∑ ∑ 𝑢𝑖𝑗 𝑙𝑜𝑔2 𝑢𝑖𝑗

𝐾

𝑗=1

𝑁

𝑖=1

) 

(16) 

PCI measures the level of diversity between clusters [35]. 

𝑃𝐶𝐼 = −
1

𝑁
(∑ ∑ 𝑢𝑖𝑗

2

𝐾

𝑗=1

𝑁

𝑖=1

) (17) 

APER calculates the clustering error rate [36]. 

𝐴𝑃𝐸𝑅 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑜𝑏𝑗𝑒𝑐𝑡𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑗𝑒𝑐𝑡𝑠
× 100% 

(18) 

3 Experimental Study 

3.1 Datasets 

In this research, we use two different datasets, Iris and Wholesale Customers. Both 

datasets are actually complete datasets, but we make them incomplete datasets with 

several missing rates, namely 10%, 15%, and 20%.  

1. Iris dataset is a data containing information about iris flowers. The dataset has 

four features and consists of 150 datums. There are three classes in this data, 

namely Setosa, Versicolor, and Virginica. 

2. The Wholesale Customers dataset consists of 440 datums that have 6          at-

tributes related to the clients of wholesale distributors. This data has 2   classes 

that can be seen in the channel index. 

Each dataset has different values of 𝑞,𝑐, dan 𝜎2 parameters in IKFCM. The          dif-

ferences are shown in Table 1. 

 
Table 1. The values 𝑞 and 𝜎2  

Parameter Iris Wholesale Customers 

𝑞 5 7 

𝑐 3 2 
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𝜎2 1.0 0.7 

 

3.2 Parameter Settings 

The parameter configuration of the IKFCM-PSOTD algorithm can be seen in Table 2. 

The parameters used in the IKFCM algorithm are taken from [16], while the         pa-

rameters used in the PSOTD algorithm are taken from [32]. These parameters are also 

used in five comparison algorithms, namely: Mean KFCM, Median KFCM, 

OCSKFCM [17], IKFCM [16], and IKFCMPSO. 
 

Table 2. Parameter Settings 

Parameter Value 

IKFCM Algorithm 

𝜖  10−10  

𝑚  2 

Maxiter 1000   

PSOTD Algorithm 

𝑁𝑝   50 

𝐶  1.496 

𝐶𝑅1  0.025 

𝐶𝑅2  0.9 

𝐹  0.5 

𝑀𝑎𝑥𝑖𝑡𝑒𝑟  1000 

 

3.3 Experimental Results  

3.3.1 Experimental results and comparisons on Iris dataset 

The experimental results of the proposed algorithm and five comparison algorithms on 

the iris dataset can be seen in Table 3.  
Table 3. Experimental results for incomplete Iris dataset.  

Missing 

Rates 

Mean 

KFCM 

Median 

KFCM 

OCSKFCM IKFCM IKFCMPSO IKFCMPSOTD 

Mean Result of PEI 

10% 0.3042 0.3408 0.3569 0.2641 0.2501 0.2465 

15% 0.2914 0.3668 0.3233 0.2758 0.2738 0.2622 

20% 0.2794 0.3431 0.2886 0.2759 0.2673 0.2584 

Mean Result of PCI 

10% 0.8368 0.8161 0.8055 0.8555 0.8651 0.8660 

15% 0.8435 0.8035 0.8265 0.8536 0.8561 0.8591 

20% 0.8448 0.8120 0.8465 0.8024 0.8598 0.8632 

Mean Result of Aper 

10% 0.1776 0.1711 0.1711 0.1503 0.1503 0.1447 

15% 0.1842 0.1776 0.1711 0.1579 0.1503 0.1382 

20% 0.1645 0.1909 0.1830 0.1503 0.1830 0.1710 

As seen in Table 3, the IKFCMPSOTD algorithm is able to obtain the best PEI and PCI 

values on incomplete data with various missing rates. This shows that    IKFCMPSOTD 

is able to produce the best clustering performance among all tested algorithms. A low 

PEI value indicates that the clusters in the partition have a high degree of homogeneity, 
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meaning that the data in one cluster has similar                 characteristics. A high PCI 

value indicates that the clusters in the partition have     significant differences. In addi-

tion, the IKFCMPSOTD algorithm also obtained the best score on the Iris dataset with 

a 10% and 15% missing rate, while Mean KFCM obtained the best APER score with a 

20% missing rate. This shows that the           imputation quality using intervals provides 

a good value that results in a low error rate. 

 

3.3.2 Experimental results and comparisons on Wholesale Customers dataset 
The experimental results of the proposed algorithm along with five comparison    algo-

rithms on the Wholesale Customers dataset can be seen in Table 4.  

 
Table 4. Experimental results for incomplete Wholesale Customers dataset.  

Missing 

Rates 

Mean 

KFCM 

Median 

KFCM 

OCSKFCM IKFCM IKFCMPSO IKFCMPSOTD 

Mean Result of PEI 

10% 0.2315 0.3004 0.2288 0.2723 0.2398 0.2394 

15% 0.2405 0.3037 0.2226 0.2819 0.2283 0.2203 

20% 0.2749 0.3209 0.2491 0.2642 0.2128 0.1765 

Mean Result of PCI 

10% 0.8614 0.8172 0.8626 0.8339 0.8559 0.8564 

15% 0.8559 0.8137 0.8660 0.8263 0.8650 0.8698 

20% 0.8832 0.8012 0.8502 0.8405 0.8727 0.8980 

Mean Result of Aper 

10% 0.4068 0.4568 0.1636 0.1818 0.1772 0.1591 

15% 0.1523 0.2045 0.1659 0.1500 0.1932 0.1432 

20% 0.4818 0.4614 0.1455 0.1432 0.1409 0.1341 

As seen in Table 4, the IKFCMPSOTD algorithm obtained the best accuracy or APER 

value at each missing rate. This shows that imputation using intervals is able to produce 

values that are close to the original. Meanwhile, IKFCMPSOTD also      obtained the 

best PEI and PCI scores at missing rates of 15% and 20%, while OCSKFCM obtained 

the best scores in the remaining trials. PEI and PCI are used to measure the quality of 

the resulting clusters. So, it can be said that the IKFCMPSOTD algorithm produces 

good clustering performance. Based on Table 3 and 4, the IKFCMPSOTD algorithm 

has better results than the IKFCM and IKFCMPSO      algorithms. This indicates that 

the PSOTD algorithm used as an optimization        algorithm successfully improves the 

performance of the IKFCM algorithm and is more effective than the standard PSO. 

4 Conclusion 

We propose the IKFCMPSOTD algorithm, which is used on incomplete datasets. The 

IKFCMPSOTD algorithm is a KFCM algorithm optimized with the PSOTD         algo-

rithm. In addition, the interval technique is used to overcome the problem of missing 

values in incomplete datasets. The results show that the IKFCMPSOTD   algorithm 

produces the best PEI and PCI evaluation scores in most experiments so that the result-

ing cluster can be said to have good quality. Meanwhile, the     IKFCMPSOTD 
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algorithm also obtained the best APER value in almost all            experiments. This 

shows that the use of intervals as an imputation method is highly        recommended, 

especially when compared to commonly used methods such as mean and median. The 

results also show that the use of PSOTD can improve the            performance of the 

IKFCM algorithm and is superior to the standard PSO algorithm. 
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Open Access This chapter is licensed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.
        The images or other third party material in this chapter are included in the chapter's
Creative Commons license, unless indicated otherwise in a credit line to the material. If material
is not included in the chapter's Creative Commons license and your intended use is not
permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder.
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