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Abstract. Chronic kidney disease is a global health problem that requires early 

diagnosis for effective management. According to a WHO survey, in Indonesia 

alone it is estimated that around 70,000 cases occur each year, while the percent-

age increase in cases will occur by 46% from 1955-2025. Early detection of kid-

ney disease can provide early help to reduce the death rate. There are similarities 

between indications which make the diagnosis process difficult. This research 

proposes an innovative approach in optimizing chronic kidney disease classifica-

tion models using the Modified K-Nearest Neighbor (MKNN) method with the 

application of a Genetic algorithm. MKNN has been proven to be effective in 

classification, however determining critical parameters such as the number of 

neighbors (k) can affect the model performance. In this research, Genetic algo-

rithm was used to find the optimal k value of the MKNN parameter. This ap-

proach allows the model to automatically adapt to data characteristics, increasing 

classification accuracy and reducing overfitting. Genetic algorithm was used to 

optimize the k parameters, and its fitness function was based on the classification 

performance of the model. Testing was carried out using a chronic kidney disease 

dataset that includes 24 clinical features. The research results show that the Mod-

ified K-Nearest Neighbor algorithm with an accuracy of 93%, precision of 93.2% 

and recall of 93.2%. Based on the research results, the MKKN model optimized 

using a genetic algorithm provides significant results based on accuracy, preci-

sion and recall. 
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bor 

1 Introduction 
 

Chronic kidney disease is a pathological condition that affects kidney function gradu-

ally, often without clear symptoms, a person will experience a decrease in kidney func-

tion that leads to kidney damage that can lead to death [16]. In Indonesia there is an 

estimated 70,000 sufferers of chronic kidney failure according to the WHO survey, 
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there is an increase in the number of people with chronic kidney disease by 46% from 

1955-2025 [3]. Chronic kidney disease can be prevented and overcomed by getting 

effective therapy and the results of the therapy will be better if the disease is known 

earlier [3]. Therefore, early detection and accurate classification are needed to initiate 

interventions and minimize the negative impacts. Development of efficient classifica-

tion methods can help in early kidney disease detection and chronic kidney disease 

management [13]. Classification of chronic kidney disease involves analysis of various 

clinical factors and parameters. A good classification method is able to handle the com-

plexity of clinical data and can provide accurate results in identifying chronic kidney 

disease. One classification method that is often used is K-Nearest Neighbor (KNN). 

KNN method can predict classes from data based on the closest progress. But KNN has 

weaknesses such as sensitivity to outlier and the inability to handle high features di-

mensions. Therefore, modifications to this algorithm need to be done to improve their 

performance [10]. The Modified K-Nearest Neighbor (MKNN) method as the basis of 

the classification model, has been modified to improve performance. MKNN is a mod-

ification of the KNN algorithm to improve performance and flexibility in handling var-

ious data types with the use of weight on the attributes in calculating the distance be-

tween the closest neighbors. With a different weight of each attribute, MKNN can in-

crease the accuracy of classification by giving a higher value to more informative at-

tributes[6]. 

 

This research was carried out innovatively in optimizing the classification model for 

chronic kidney disease using the Modified K-Nearest Neighbor (MKNN) method with 

the application of a genetic algorithm. MKNN has been proven to be effective in clas-

sification [7], however determining critical parameters such as the number of neighbors 

(k) can affect the model performance. This approach allows the model to automatically 

adapt to data characteristics, increasing classification accuracy and reducing overfit-

ting. A genetic algorithm was used to optimize the biased k parameters, and the fitness 

function was based on the model's classification performance. Genetic algorithms work 

probabilistically to create a new populations through continuous iteration of the initial 

population until an optimal population was obtained [11]. Testing was carried out using 

a chronic kidney disease dataset that includes 24 clinical features [2]. By combining 

MKNN and genetic algorithms, this research were aims to create a classification model 

that is more accurate, efficient and reliable in detecting chronic kidney disease. The 

results of this research are expected to make a significant contribution to the develop-

ment of classification methods that can be used in decision support systems to diagnose 

chronic kidney disease more precisely, enable earlier medical intervention, and improve 

the management of patients with this disease[20]. 

  

2 Materials  
 

Classification methods can help further identification and finding indications that lead 

to people with kidney disease [4]. The method used was Modified K-Nearest Neighbor 

(MKNN). The MKNN method takes K nearest neighbors by modifying the determina-

tion of the class of classification results, namely giving each nearest neighbor a weight, 
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then voting on the weight of the neighbor. The neighbor with the highest vote was cho-

sen as the class to be the classification result. The value of K is biased for each data, 

and optimized with Genetic Algorithms with the aim of getting the best classification 

results [8]. The research data was sourced from the UCI Machine Learning Repository 

with a total of 4000 datasets with two classes of data affected by kidney disease and not 

affected by kidney disease [5]. Important data preprocessing steps were carried out han-

dling missing values, outliers, data normalization and dataset imbalance. The final stage 

of testing the classification results was done to determine the optimal K value of the 

Genetic algorithm, by performing hyperparameter tuning. The classification results of 

each K value were evaluated using a confusion matrix to see the performance of the 

classification model. 

 

3 Research Method 
 

The research was carried out through several stages that explain the process of the re-

search, as shown in Figure 1. These stages include the data preprocessing stage to pre-

pare research data, such as dealing with missing values, outliers and normalizing the 

data scale. The next stage divides the data into testing data using K-Fold Cross Valida-

tion. The next stage is optimizing the k value with a genetic algorithm and continuing 

with the classification stage. At the classification stage, two methods were used to com-

pare model performance, namely Modified K-Nearest Neighbor (MKNN) and K-Near-

est Neighbor (KNN). The classification results are then evaluated using the Confusion 

Matrix on each Fold section of the K-Fold Cross Validation[9]. 

 
Figure 1. The Research Stages 

 

The k value optimization stage with a genetic algorithm is based on Darwin's concept 

of evolutionary theory. Where the main concept is that individuals survive in a popula-

tion based on their fitness or how strong the individual survives. This algorithm gener-

ally starts from: the initial stage of initializing the initial population, namely the process 
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of randomly generating as many chromosomes as the predetermined population 

size[11]. The second stage of individual evaluation is a process that calculates the fit-

ness value of each chromosome using Equation 1. 

𝒇𝒊 (𝑿) =  
∑ 𝒗𝒂𝒍𝒊𝒅𝒊𝒕𝒂𝒔(𝒂)𝒖

𝒂=𝒊

𝒖
                                                                                                                (1) 

u is the amount of training data, validity(a) is the validity of the k value, i is the fitness 

function for k in population i.  

The third stage of chromosome selection for crossover, this selection process was using 

roulette wheel selection by calculating the best fitness value based on the crossover 

probability [18]. The fourth stage was crossover, which aims to give birth to new chro-

mosomes that inherit the characteristics of their parents during the reproductive pro-

cess[12]. In this research, the crossover technique uses one-point crossover, two-point 

crossover, and uniform crossover as shown in Figure 2. 

 
Figure 2. a) One-point crossover, b) two-point crossover and c) uniform crossover 

techniques 

 

The fifth stage of mutation aims to introduce a random element into the evolutionary 

process, thereby preventing stagnation and helping to better explore the search space. 

Mutations help avoid rapid convergence to a local optimum by introducing new genetic 

variation into the population, as shown in Figure 3 [15]. 

 
Figure 3. Mutation Technique 
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The final stage is the evaluation of the stopping criteria, namely: determining when the 

algorithm should be stopped based on criteria, such as reaching an adequate solution or 

reaching a specified maximum number of generations. 

The Modified K-Nearest Neighbor algorithm classification is a modification of the K-

Nearest Neighbor algorithm by adding a process for calculating validity values and 

voting weights to the dataset [19]. Determining class labels is not only based on the 

number of nearest neighbors but also based on weights. The largest class label weight 

will be selected as the classification class. The classification stages of the Modified K-

Nearest Neighbor algorithm start from: calculating the Euclidean distance, namely a 

measure of the closeness between two data, calculated from the closeness between the 

data attributes, which calculated using Equation 2: 

𝑑(𝑥𝑖, 𝑦𝑖) =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=0                                                                                                 (2) 

xi is testing data, yi is training data and d(xi, yi) is the Euclidean distance value.  

The second stage determines the similarity value of the S function to calculate the 

similarity between point x and data i from the nearest neighbor, using Equation 3: 

𝑆(𝑎, 𝑏) =  {
1𝑎 = 𝑏
0𝑎 ≠ 𝑏

                                                                                                                  (3) 

a is class a in the training data and b is a class other than a in the training data. 

The third stage is determining the validity value, namely the process of determining the 

weight calculation, or weight voting, using Equation 4: 

𝑉𝑎𝑙𝑖𝑑𝑖𝑡𝑦(𝑥) =  
1

𝐻
∑ 𝑆(𝑙𝑎𝑏𝑒𝑙(𝑥), 𝑙𝑎𝑏𝑒𝑙(𝑁𝑖(𝑥)))

𝑛

𝑖=0
                                                      (4) 

H is the number of nearest points/number of nearest neighbors selected, label(x) is the 

class label of x and label(Ni(x)) is the class label of the nearest point x. 

The fourth stage is determining the voting weight, namely determining the highest class 

label from the nearest neighbors for the classification results, using Equation 5: 

𝑊(𝑖) =   𝑉𝑎𝑙𝑖𝑑𝑖𝑡𝑦(𝑖) 𝑥
1

𝑑𝑒 + 𝑎
                                                                                            (5) 

W(i) is the weight of neighbor i, Validity(i) is the validity of neighbor i, de is the 

Euclidean distance value of neighbor i and a is the smoothing parameter (0.5). 

The classification testing technique uses a Confusion Matrix. This technique represents 

the performance of the MKNN algorithm in tabular form [17]. This table contains 

correctly classified and incorrectly classified test data. There are three criteria for 

assessing classification results using the Confusion Matrix, including Precision, Recall, 

Accuracy. The values are based on 4 categories, namely TP (True Positive), FP (False 

Positive), FN (False Negative) and TN (True Negative).  

 

4 Result and Discussion 
 

4.1 Optimal Parameter Selection 

Parameter selection is carried out by determining the optimal k value using a genetic 

algorithm with evaluation based on crossover rate, mutation rate and number of popu-

lations or chromosomes in one generation. The optimal or best k value is determined 

by measuring the fitness value of each chromosome and the best fitness is optimal k. 
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The optimal k value is used to classify with the evaluation parameters accuracy, preci-

sion and recall. 

 

4.2 Optimal Parameter Selection 

Genetic algorithm parameters have an important role in determining classification op-

timization results, so that the appropriate parameters are expected to find the most op-

timal k value. How good these parameters are is based on the fitness value obtained. 

Based on the k test for fold 2, fold 5 and fold 10 with test parameters including crossover 

rate, mutation rate and population size, only one best k value will be the parameter for 

the number of nearest neighbors[14]. 

 

Testing on fold 2: 

Fold 2 testing was carried out with the dependent parameters mutation rate = 0.02, pop-

ulation = 8 and change in crossover rate with a value of 0.3 - 0.9. Table 1 is the optimal 

k value resulting from each crossover rate. It can be seen that a crossover rate of 0.4 

produces the best optimal k with a value of 3, fitness 0.936. In general, the range of k 

values produced is in the range 1-3 with changes in fitness values not being too signif-

icant. 

Table 1. Fold 2 Crossover Rate Testing 

Crossover rate Optimal K value Fitness value 

0.3 1 0.920 

0.4 3 0.936 

0.5 2 0.926 

0.6 1 0.936 

0.7 3 0.920 

0.8 2 0.926 

0.9 1 0.936 

 

Testing on fold 5: 

Fold 5 testing was carried out with the dependent parameters mutation rate = 0.02, pop-

ulation = 8 and crossover rate change with a value of 0.3 - 0.9. Table 2 is the optimal k 

value resulting from each crossover rate. It can be seen that a crossover rate of 0.5 

produces the best optimal k with a value of 3, fitness 0.955. In general, the resulting k 

value range is in the range 1-3 with insignificant changes in fitness values. 

 

Table 2. Fold 5 Crossover Rate Testing 

Crossover rate Optimal K value Fitness value 

0.3 1 0.930 

0.4 2 0.941 

0.5 3 0.955  

0.6 3 0.930 

0.7 2 0.941 
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0.8 4 0.923 

0.9 5 0.921 

 

Testing on fold 10: 

Fold 10 testing was carried out with the dependent parameters mutation rate = 0.02, 

population = 8 and crossover rate changes with a value of 0.3 - 0.9. Table 3 is the 

optimal k value resulting from each crossover rate. It can be seen that a crossover rate 

of 0.4 produces the best optimal k with a value of 3, fitness 0.962. In general, the range 

of k values produced is in the range 1-3 with changes in fitness values not being too 

significant. 

Table 3. Fold 10 Crossover Rate Testing 

Crossover rate Optimal K value Fitness value 

0.3 1 0.928 

0.4 3 0.962 

0.5 8 0.920 

0.6 2 0.945 

0.7 5 0.945 

0.8 3 0.938 

0.9 1 0.962 

 

Based on the fold 2, fold 5 and fold 10 tests, the optimal k value that has the best fitness 

is k=3, this k value will be used in the classification process for the MKNN and KNN 

models as a comparison of the classification results. 

 

4.3 Optimization k Value Testing and Comparison of K-Nearest Neighbor 

Classification Results with Modified K-Nearest Neighbor 

This test aims to determine the influence of the k=3 value obtained in the Genetic algo-

rithm on the classification results [17]. The k value used is 1-5 for the MKNN and KNN 

models. Table 5 shows the evaluation results matrix in the form of accuracy, precision 

and recall. The optimal k test is to see the comparison of classification results between 

the Modified K-Nearest Neighbor and K-Nearest Neighbor methods. 

 

Table 4. Evaluation of MKNN and KNN Model Classification Results 

k value 
K-Nearest Neighbor Modified K-Nearest Neighbor 

Accuracy Precision Recall Accuracy Precision Recall 

1 81,80% 82,30% 81,20% 92,40% 92,60% 91,80% 

2 84,60% 84,60% 83,30% 91,80% 91,80% 90,80% 

3 86,80% 88,00% 88,10% 93,00% 93,20% 93,20% 

4 82,40% 82,10% 82,00% 92,80% 91,90% 93,00% 

5 85,70% 86,60% 85,30% 92,80% 93,10% 92,70% 

rata-rata 84,26% 84,72% 83,98% 92,56% 92,52% 92,30% 
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Table 5 shows the model evaluation results. The average accuracy of MKNN is 92.6%, 

while KNN is 84.3%. The accuracy of KNN tends to be lower compared to MKNN at 

all k values. The accuracy of MKNN increases consistently with different K values, 

indicating that the modified method provides overall performance improvement. The 

average precision of MKNN is 92.5%, while KNN is 84.7%. The precision of the KNN 

and MKNN models has a difference that is not too significant in the k value. In general, 

both methods have a relatively high level of precision, with MKNN being higher for 

each k value. The average recall for MKNN is 92.3% while KNN is 83. 9%. Modified 

KNN shows better consistency in terms of Recall compared to KNN, with a fairly stable 

increase. Overall, MKNN with various k values shows good performance compared to 

KNN. MKNN shows good performance with relatively high accuracy values at each k 

value tested, at k=3 the MKNN model provides the best performance with an accuracy 

of 93.0%, precision 93.2% and recall 93.2% compared to other k values. 

 

5 Conclusion 
 

Evaluation of the k parameters of the genetic algorithm process by determining the op-

timal k value, shows that the value k=3 produces the best fitness with the input param-

eters: mutation rate=0.02, population=8 and crossover rate change 0.0-0.9. The perfor-

mance of the classification process after determining the optimal k value based on eval-

uation shows that k=3 provides the best value compared to other k. In the MKNN 

model, accuracy, precision and recall were obtained at 93%, 93.2%, 93.2%, while in 

the KNN model, accuracy, precision and recall were obtained at 86.6%, 88%, 88.1%. 

In general, the MKNN model has better performance than KNN. The k parameter in 

classification really determines the performance of the algorithm. Evaluation shows 

that optimizing the k value with a genetic algorithm has a significant effect on increas-

ing the accuracy of the MKNN model. Comparison of the classification results of the 

two models shows that the MKNN model is significantly better when compared to the 

KNN classification model. 
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