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Abstract. To overcome the challenges of high costs, venue requirements, and 

lack of portability in current digital teaching for Dunhuang dance, this study uses 

Vicon optical motion capture to create a Dunhuang dance motion database and 

virtual dancers. Using lightweight Convolutional Neural Networks (CNN) for 

single-view pose estimation in Unity, it captures students' 3D body movements 

in real-time, driving their virtual avatars. The result is a virtual scene replicating 

the "one-on-one" teacher-student interaction. This approach enhances user en-

gagement, offering a fresh learning experience and introducing a new teaching 

paradigm for Dunhuang dance. 

Keywords: Dunhuang dance, motion capture, gesture estimation, dance learn-

ing. 

1 Introduction 

In recent years, the rapid development of the internet has spurred changes in education. 

The effective use of motion capture technology in teaching has seamlessly combined 

artificial intelligence with reality. Motion capture (MoCap) tracks body movements and 

joint positions in 3D space, making it a preferred choice for educational experiments 

due to its high fidelity, detailed motion capture, and cross-platform ease. 

From the perspective of preserving intangible cultural heritage, researchers focused 

on Dunhuang dance [1,2], emphasizing immersive learning and precise digitization. 

They creatively bound Dunhuang dance motion data to 3D virtual characters, designing 

Dunhuang-style animations [3], contributing significantly to Dunhuang culture. An in-

novative 3D digital teaching system for Dunhuang dance was developed using a virtual 

game engine [4], achieving the digitization of Dunhuang artistic works. 
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Recent methods using depth cameras and sensors to capture body poses gained at-

tention. Researchers at Shanghai University, led by Zhu and Li [5], used Kinect depth 

photography to obtain users' motion and skeletal data, creating a dance teaching system. 

However, these methods have shortcomings: (1) Digital teaching still relies on "obser-

vation," lacking participation for dance students, leading to ineffective learning. (2) The 

use of high-definition depth cameras with motion sensors is hindered by expensive, 

non-portable equipment and sensitivity to environmental conditions[6,7], limiting 

Dunhuang dance promotion. 

To meet the needs of enthusiasts and professional students, this paper combines pose 

estimation[8-11] and MoCap[12,13]. High-precision MoCap establishes a Dunhuang 

dance motion database, binding animations to 3D teacher models. Using an improved 

lightweight Convolutional Neural Network (CNN) model[14], student motion capture 

requires only a regular RGB camera. Real-time skeleton reconstruction in Unity drives 

student avatars, creating a simple "one-on-one" virtual teaching scene. This innovative 

fusion provides a new learning experience, offering a fresh approach to Dunhuang 

dance teaching. 

2 Virtual Teacher Motion Driving Module 

2.1 Dunhuang dance database 

2.1.1.Hardware System. 

The study uses the Vicon passive optical motion capture system, commonly applied 

in research areas like digitization preservation and virtual reality[15-19]. It functions 

by capturing light reflections from markers attached to motion nodes through cameras. 

The computer interprets this light information, facilitating data collection and record-

ing. The markers, also called Marker points, have a spherical shape and are coated with 

retroreflective material. Marker point size is selected based on the corresponding joints 

of the captured object in experiments. 

2.1.2.Motion Capture. 

Creating a Dunhuang Dance Motion Database through extensive capture and record-

ing of Dunhuang Flying dance movements using motion capture devices. The main 

components include pre-capture preparations, the specific process and methods of mo-

tion capture data collection, optimization of motion capture data, and the binding of 

motion capture data with virtual dance character models. The process of capturing 

dance movements using motion capture devices is illustrated in Figure 1. 
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Fig. 1. Dunhuang Dance Acquisition process. 

This study employs Vicon Shōgun for capturing dance movements, with two PC 

workstations working collaboratively to ensure no data loss and enhance data quality. 

Dance performers wear specialized motion capture suits and choose markers of appro-

priate specifications. Following ergonomic principles, 63 markers are applied to the 

entire body. Once everything is set up, performers execute pre-arranged dance move-

ments within the capture space. The scene for collecting motion data is illustrated in 

Figure 2. 

 

Fig. 2. Motion Capture Dance Data Acquisition. 

2.1.3.Data Processing. 

Motion capture (MoCap) data relies on markers, and occlusion can affect data qual-

ity, especially in dances with intricate finger movements like the Feitian dance. To ad-

dress this, the Shōgun post system's built-in calibration and repair functions are used 
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for data optimization. The processed data is exported and cleaned to remove scattered 

noise, resulting in smoother original data. Finally, the point cloud skeleton data is con-

verted into Unity-compatible .fbx format for driving the motion of a 3D virtual teacher 

in Unity. 

2.2 MoCap Data Driving Virtual Teacher 

Building upon the Dunhuang dance database, the core development of the virtual 

teacher dance-driving module is done in Unity. Skeletal data is presented in. FBX skel-

etal animations. Directly importing character models doesn't allow skeletal animation 

control. Hence, mapping the character model's skeleton to a Unity-created standard 

skeleton is essential. This precise binding to the Avatar enables seamless movement 

based on captured human skeletal data, facilitating the reuse of Dunhuang dance ani-

mation data. 

For the virtual teacher avatar, an Animator Controller component is bound, adding 

processed Dunhuang dance. fbx animations. Animation switching is controlled through 

triggers. This creates a professionally modeled virtual teacher avatar capable of grace-

fully dancing Dunhuang dance. It allows the demonstration and teaching of Dunhuang 

dance movements in a virtual environment. Figure 3 illustrates the virtual teacher av-

atar created by binding motion capture data of partial Feitian basic poses to a 3D 

model. 

 

Fig. 3. Motion Capture Data-Driven Virtual Teachers. 
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3 Real-time Student Motion Data Driving Module 

3.1 Pose Estimation Neural Model 

To overcome the challenges of expensive large-scale equipment and limited portability 

of posture sensors for widespread use in synchronous teaching, a single-view real-time 

human pose estimation technique based on the VNect strategy is employed. This 

method can simultaneously regress 2D and 3D joint positions in real-time without the 

need for high-quality cameras. In contrast to Kinect, it achieves quality pose estimation 

results with low-cost RGB cameras, webcams, or even mobile phones. 

The CNN under the VNect strategy primarily utilizes a Residual Neural Network 

(Resnet50). In this study, to reduce computational costs, a lighter Resnet34 network is 

used for effective human pose estimation. Figure 4 illustrates the pose estimation results 

for the fundamental postures of the Dunhuang Feitian dance. It is evident that the move-

ments of the dance performer have been comprehensively captured. 

 

 

Fig. 4. Estimated effect of flying stylized gestures. 

3.2 Human Pose Prediction 

In Unity, the Barracuda package reads the neural network model and uses T-pose im-

ages as input for initial pose. The system captures real-time human motion images 

through a monocular camera with the Video-capture script. Defining 24 body joints, 

each frame of the two-dimensional image is input into the neural network, producing 

3D heatmaps and offset maps for joints. The heatmap divides the original image into a 

(a, a) two-dimensional grid (where 'a' is 28), influencing the confidence accuracy for 

joints. By finding the most likely feature map and grid in the heatmap, a rough joint 

position is determined. The corresponding 3 feature maps in the offset represent precise 

joint offsets. 

This two-stage process, using heatmap for rough positioning and offset for accurate 

adjustment, achieves real-time prediction of the learner's 2D and 3D joint positions. 

The workflow for driving the 3D model with CNN-based pose estimation is shown in 

Figure 5. 
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Fig. 5. Monocular pose estimation technology driving 3D avatar. 

3.3 Real-time Driving of Virtual Student Motion 

3.3.1.Definition and Model Matching of Joints. 

Using the calculated 3D coordinates and bones to bind and drive the avatar. After 

predicting the 3D spatial positions of the model's pose, the joints of the avatar are pre-

defined and named. An Animator component is added to the user's avatar model, and 

its built-in methods are used to obtain the current body skeleton's displacement and size 

changes. The avatar's bones are then bound to the defined joint numbers in a one-to-

one correspondence, establishing a hierarchical relationship between the joints. Figure 

6 illustrates the positions of the 24 joints, and Table 1 provides the joint names corre-

sponding to each number. 

 

Fig. 6. 24 human joints. 
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Table 1. Corresponding number for each joint 

Joint Name Definition Joint Corresponding Number 

Right Arm Shoulder k1, Elbow k2, Wrist k3, Middle Finger k4, Thumb k5 

Left Arm Shoulder k6, Elbow k7, Wrist k8, Middle Finger k10, Thumb k9 

Right Leg Knee k18, Ankle k22, Sole k23 

Left Leg Knee k19, Ankle k20, Sole k21 

Left Hip K16 

Right Hip K17 

Root K15 

Neck K0 

Ear Left ear k12, Right ear k11 

Eyes Left eye k14, Right eye k13 

3.3.2.Skeleton Alignment. 

The position of each joint in the body can move independently or follow the motion 

of its parent joint. Real-time pose estimation updates the current joint position. To ac-

curately calculate the real-time joint rotation of the current skeleton, we use gaze rota-

tion (LookRotation) and intermediate alignment matrices. 

Before driving the avatar's movement, we calculate the body orientation using the 

coordinates of the root joint and left-right hip joints in the initial pose. Each joint and 

its child joints are initialized for alignment, except for the head and palms, which re-

quire separate calculations due to their uniqueness. 

 𝑗
𝑖

𝑓𝑦 = tr(𝑟,  𝑡𝑏𝑙 ,  𝑡𝑏𝑟) (1) 

 𝑗
𝑖

𝑓𝑦 = v (𝑗𝑖 ,  𝑗𝑖𝑐
,  𝑗

𝑖

𝑓𝑦
) (2) 

Formulas (1) and (2) calculate LookRotation for the body. Here, i is the index of the 

body joint. 𝑗
𝑖

𝑓𝑦
 represents the forward y-vector for joint j, equivalent to the normal di-

rection of the plane formed by the root joint r, left hip joint 𝑡𝑏𝑙 ,and right hip joint 

𝑡𝑏𝑟.𝑗𝑖
𝑓𝑧represents the z-vector perpendicular to y for joint j, resulting from the combi-

nation of the current joint vector j, the vector of the child joint of j,and the vector 𝑗
𝑖

𝑓𝑦
. 

 𝑗𝐻
𝑓𝑧 = 𝑣(𝑗𝐻, 𝑗𝑛) (3) 

Formula (3) similarly directly calculates the vector from the head to the nose as the 

z-vector for the LookRotation of the head. 

 
( , , )yf

hj tr w t mf=
 (4) 

 
( , )z

l

f

hj v t mf=
 (5) 
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( , )z

r

f

hj v mf t=
 (6) 

Formulas (4), (5), and (6) calculate the LookRotation vector for the hands. In these 

formulas, the coordinates of hand joints (wrist joint, thumb, and middle finger) collec-

tively determine the normal vector of the plane representing the y-direction. The z-

direction for the left wrist is formed by the vector from the thumb to the middle finger, 

and for the right wrist, it is formed by the vector from the middle finger to the thumb. 

 
f InitJ J Q=   (7) 

 
1 1A A− =  (8) 

 
1 1( )Init fQ J J− −=   (9) 

Combining the LookRotation matrix of the character model with the model's initial 

rotation (InitRotation) using formulas (7) and (8) yields formula (9). Here, 𝐽𝑓 is the 

LookRotation matrix of the model, and 𝐽𝐼𝑛𝑖𝑡 is the initial rotation (InitRotation) matrix. 

This step calculates the intermediate alignment matrix Q, which unifies the 3D model 

and predicted skeleton in a common world coordinate system for easier mapping and 

updating of joint positions. 

3.3.3.Real-time prediction of joint movements. 

Calculate the LookRotation matrix for the user's skeleton obtained from pose esti-

mation, denoted as 𝐽𝑓 . The current joint rotation for the user is represented by 𝐽𝑛𝑜𝑤 , 

and driving the avatar's movements using the skeleton involves aligning the two coor-

dinate systems using the previously calculated intermediate matrix Q. 

 
1 1( )now fQ J J− −=   (10) 

 
1now fJ Q J−=   (11) 

By applying formulas (10) and (11), the real-time rotation matrix 𝐽𝑛𝑜𝑤 for the user 

is obtained. Utilizing the PoseUpdate method, the current skeletal rotation of the user 

is aligned with LookRotation and bound to the 3D model skeleton, updating joint infor-

mation, thereby achieving real-time driving of the student avatar.  

To test the use of a monocular camera in Unity for capturing and driving Dunhuang 

dance postures, the experiment involved launching the Unity program, activating the 

camera, positioning the subject centrally, mimicking Dunhuang Feitian dance moves 

along with music, observing the 3D model's movements, and capturing the process at 

specific intervals. The 3D character model used is from Unity's Unity-chan resources. 

Figure 7 illustrates the real-time driving effect of the student avatar. 
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Fig. 7. Real-time 3D models driven by estimation data. 

Observing the experiment, we noticed significant jitter in the skeleton during still-

ness and occasional disruptions or delays in consecutive movements. These issues can 

affect students' performance and learning quality in the virtual environment. To address 

this, noise reduction is considered using Kalman filtering for motion smoothing. The 

linear equation for the Kalman filter is represented by Formula 12. 

 

^ ^ ^ ^

1 1( )kk k kkx x K z x− −= + −
 (12) 

The data fusion schematic diagram is illustrated in Figure 8. 

 

Fig. 8. Kalman data fusion. 
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this, the paper proposes an improvement: using a convolutional neural network for joint 
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prediction and tracking the data changes in the xyz-axis directions of each joint sequen-

tially. While this increases computation, it helps prevent jitter in predicted skeletons 

when the character is stationary. 

To confirm the effectiveness of the enhancement, experiments will be conducted to 

observe the impact on character animation before and after improving the Kalman filter. 

It is crucial to maintain a frame rate of 24 frames per second throughout the experiment 

for stable graphics card performance and consistent state transitions. 

The learning platform was initially operated using the unenhanced Kalman filter. 

Next, to address the patterns in human body movements, an improved Kalman filter is 

introduced for validation. The comparison of the two approaches is shown in Figure 9, 

with the left side depicting the original performance and the right side showcasing the 

enhanced results. 

  

(Left) (Right) 

Fig. 9. Comparison of Kalman Filter Smoothing Effects. 

When the arm is rapidly lowered, the following observations can be made:  

(1) Kalman filtering improvement before. When the arm swings down rapidly, there 

is a significant delay in the corresponding movement of the virtual character's arm in 

three dimensions. As a result, the virtual character's arm tends to be closer to the posi-

tion of the previous state. Adjusting the Kalman's k value to reduce the predicted value 

would cause the result to lean toward the observed value, thus reducing the filtering 

and noise reduction effect.  

(2) Kalman filtering improvement after. When the arm undergoes the same acceler-

ation motion, due to considering the current state along with the previous three states, 

we can determine the motion in the x-axis, y-axis, and z-axis directions. This helps to 

infer the current state's position more accurately by separately calculating the three 

axes, and the effect is significantly better than the Kalman filtering improvement be-

fore. 

4 Implementation of One-on-One Virtual Avatar 

Teaching 

Using Unity3D as the main platform, the development of the two-dimensional and 

three-dimensional presentation modules is integrated with posture estimation and 

Dunhuang dance motion capture in the teaching scenario. The presentation module is a 
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crucial component that facilitates the visualization and interaction among teaching plat-

form features, scenes, and animations. Leveraging Unity's visual programming ap-

proach, code is written to implement menu options, button functionalities, progress bar 

features, perspective changes, and various UI elements required for the platform. 

Through UI controls, interactive "one-on-one" learning is achieved between the teacher 

and student in the virtual environment. Figures 10-11 showcase the effects of the 

Dunhuang dance teaching scenario.  

  

Fig. 10. Interface Design. 

 

 

Fig. 11. "one-on-one" virtual teaching scenarios. 

5 Conclusion 

This research focuses on diverse applications for preserving and transmitting cultural 

art, specifically in the context of Dunhuang dance teaching. The study integrates estab-

lished motion capture and pose estimation technologies, creating a comprehensive da-

tabase of Dunhuang dance movement data. Utilizing the Unity platform, a novel one-

on-one teaching approach is implemented, where the teacher's movements are driven 

by motion capture data, and the student's movements are guided by single-camera pose 

estimation. This innovative system offers a unique learning experience and opens up 

new possibilities for Dunhuang dance teaching. 

The strategy of using single-camera pose estimation for learning addresses dance 

movement education, providing practical solutions for various industries. Additionally, 

the joint real-time driving of virtual human movements shows promise for application 
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in augmented reality and virtual reality scenarios. The outcomes of this research can 

contribute significantly to Dunhuang cultural promotion, dance dissemination, virtual 

teaching, and the digitization of intangible heritage, marking a meaningful advance-

ment in Dunhuang dance preservation and protection. 
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