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Abstract. With the rapid development of educational informatization, teachers 

in colleges and universities are paying more attention to make use of big data 

technology in the field of education. It is worthwhile for teachers to take ad-

vantage of K-means clustering algorithm in College English achievement data 

analysis to process and analyze their students' college English performance, inte-

grating and classifying the performance data of different types to have a more 

comprehensive understanding of students' achievement and progress in English 

learning. The experimental results show that K-means clustering algorithm are of 

great significance in data analysis and decision-making in college English teach-

ing which can effectively identify different types of students’ College English 

achievement distribution, and reveal the characteristics and trends of each college 

English achievement type. Through analyzing different types of scores, teachers 

will have a more comprehensive understanding of students' performance and pro-

gress in college English learning, and valuable reference information can be pro-

vided for them to reform their teaching models and develop more personalized 

teaching strategies based on the K-means clustering analysis of students’ College 

English achievement evaluation results, which is conducive to improving the 

quality and the effectiveness of College English teaching. 

Keywords: k-means; clustering algorithm; College English Achievement; Big 

data. 

1 Introduction 

With the dawn of the big data era, data analysis technology has found its way into 

various domains, revolutionizing the way we approach problems and gather insights. 

In the realm of education, performance metrics serve as a critical foundation for as-

sessing the quality of teaching and the efficiency of student learning. However, tradi-

tional data analysis methods often only focus on simple statistical indicators such as 

average scores and standard deviations, which fails to fully leverage the latent value in 

students' performance data. With the continuous advancement of technology and the 

deepening of education informatization, data mining technology has shown strong vi-

tality. [1] Data mining technology is widely utilized in various domains, particularly in  

  © The Author(s) 2024
M. Yu et al. (eds.), Proceedings of the 2024 5th International Conference on Big Data and Informatization
Education (ICBDIE 2024), Advances in Intelligent Systems Research 182,
https://doi.org/10.2991/978-94-6463-417-4_36

https://doi.org/10.2991/978-94-6463-417-4_36
http://crossmark.crossref.org/dialog/?doi=10.2991/978-94-6463-417-4_36&domain=pdf


education, as a technique for extracting valuable information and knowledge from ex-

tensive datasets. And K-means clustering algorithm is the in-depth data information 

analysis method in data mining technology [2] which can divide the data set into several 

categories, making the data within the  same category closer to each other and the data 

between different categories further away from each other.   In the assessment of stu-

dents’ College English performance, the application of K-means clustering algorithm 

to process, classify and analyze students' College English performance data which can 

help teachers deeply understand the distribution of students' scores, score differences, 

learning efficiencies, etc., and discover the useful information hidden in the data and 

have a good grasp of students' learning status and learning needs, which is great mean-

ingful for them to formulate more scientific and excellent teaching plans and measures 

to further improve students' college English learning effectiveness. At the same time, 

college students can also understand their own learning status and score positioning 

from this, constantly adjust their learning strategies and methods. K-means algorithm 

is an very extremely classic clustering algorithm, which has been widely used for its 

simplicity, fast clustering speed, good results and ease of implementation.[3] 

2 The Idea and Principles of K-means Clustering 

Algorithm 

In data mining technology, cluster analysis is a multivariate statistical method that 

quantitatively classifies research objects based on their characteristics. [4] K-means 

clustering algorithm is one of the classic algorithms on the base of partitioning, which 

was first proposed by Mac in 1967. [5] It can divide data points into different clusters 

(or categories). So that data points within the same cluster are as close as possible to 

each other, while data points in different clusters are as far apart as possible. Specifi-

cally, it selects initial clustering centers and assigns objects to the corresponding clus-

ters based on the minimum distance. Then, it recalculates the center of each cluster until 

the clustering stabilizes. Objects within the same cluster exhibit greater similarity, 

while those in distinct clusters exhibit lesser similarity. The ultimate goal of clustering 

is to make objects within the same group similar and objects in different groups distin-

guishable. [6] The greater the similarity of sample points within a group, the lower the 

similarity between groups, resulting in a better clustering effect. [7] And the K-means 

clustering technology enables a comprehensive exploration of the connections between 

examination outcomes and various influencing factors when applied in data analysis 

procedures. 

The basic idea and principles of the K-means clustering algorithm are as follows: 

The algorithm commences by choosing K data points as the initial clustering centers. 

The value of K, which determines the number of clusters to be formed, is specified by 

the user as a parameter. And distances between each data point and the initial clustering 

centers are calculated, and each data point is allocated to the cluster whose center is 

closest. The center of each cluster is then based on the points in the cluster. And then 

the allocation and update steps are repeated until there are no further changes in the 
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clusters or the target function satisfies the specified condition. Being a dynamic clus-

tering algorithm, K-means involves a continuous iterative optimization process and the 

precise steps of this algorithm are as follows: 

1) Randomly selecting K initial clustering centers among data objects. 

2) Calculating the mean (center object) of each cluster object, calculating the dis-

tances between each object and these center objects, reassigning the corresponding ob-

ject to the cluster according to the minimum distance and forming a cluster with the 

allocated data points. 

3) Re-calculating the mean (center object) of each cluster (if there are changes). 

4) Repeating steps 2) and 3) until there is no change in each cluster. [8] 

3 College English Achievement Analysis Based on K-

means Clustering Algorithm 

The participants in this experiment were sophomores at Liaodong University. The ex-

perimental group consisted of 126 students from 3 classes majoring in Computer Sci-

ence. In the process of analyzing students’ college English performance data, the K-

means clustering algorithm is utilized. K-means algorithm is renowned for its speed, 

efficiency, high clustering accuracy, and strong interpretability, making it well-suited 

for meeting the demands of data analysis. Six indicators are selected as research varia-

bles during the process of the analysis of college English performance including college 

students’ achievements in the final examination, assignment, classroom performance, 

basic knowledge, speaking and listening. 

3.1 Data preprocessing 

Data preprocessing is a crucial prerequisite for effective data mining using the K-means 

clustering algorithm to analyze students' college English achievement data. Data pre-

processing is to discover and correct errors that can be recognized in the data file, in-

cluding checking data consistency, handling outliers and missing values, etc. to avoid 

adverse effects on the clustering results.[9] Without proper preprocessing, the cluster-

ing algorithm may not produce accurate and meaningful results. The collected and or-

ganized data on college English performance in this research primarily comprises the 

college English scores of 126 students majoring in Computer Science for one semester 

in 2020. These scores include individual components such as student ID, final exami-

nation scores, assignment scores, class evaluation scores, vocabulary scores, speaking 

scores, and listening scores in students’ college English achievement which are all pre-

sented in Table I. And additionally, Table II displays comprehensive details on the 

highest score achieved, the lowest score, and the average score for each of these com-

ponents. 
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Table 1. basic data sheet of analysis of student’s College English achievment 

Student No. 
Examina-

tion 

Assign-

ments 

Evalua-

tion 

Vocabu-

lary 

Listen-

ing 

Speak-

ing 

202001 81 85 90 94 81 85 

202002 43 60 65 69 46 50 

202003 65 70 75 65 72 70 

202004 68 70 75 63 75 75 

202005 68 75 80 73 83 85 

202006 73 75 80 78 81 85 

202007 76 80 85 73 86 90 

202008 66 75 80 71 81 85 

202009 69 85 85 80 83 85 

202010 67 75 80 65 75 80 

202011 95 100 95 99 100 95 

202012 70 75 85 82 92 90 

… … … … … … … 

Table 2. The highest, lowest and average score of students’ College English 

Numbers(126) 
Lowest 

Score 

Highest 

Score 

Everage 

Score 

Examination 42 95 74.75 

Assignment 60 100 82.22 

Evaluation 65 95 83.69 

Vocabulary 42 100 81.02 

Listening 39 100 74.37 

Speaking 50 95 80.20 

3.2 Important Functions in Evaluating the Quality of Clustering Result 

In clustering analysis, several important functions play a crucial role in obtaining better 

results. Not only similarity measurement functions, but also appropriate clustering cri-

terion functions are essential. Cluster analysis is a classification method based on the 

similarity between data objects. To ensure accurate and reasonable classification, it is 

crucial to accurately calculate the similarity between objects. The similarity between 

sample objects is typically calculated using distance functions. Common distance func-

tions used in cluster analysis include Euclidean distance, Manhattan distance, and Min-

kowski distance. The k-means algorithm primarily employs the Euclidean distance cal-

culation method. The Euclidean distance between two n-dimensional vectors is calcu-

lated as shown in formula (1): 

 d = √∑ (𝑥1𝑖 − 𝑥2𝑖)
2𝑛

𝑖=1  (1) 
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Based on accurately calculating the similarity between objects, clusters to which 

sample objects belong are divided. To determine the cluster to which a sample object 

belongs, the Euclidean distance between the object and each cluster center is calculated. 

The minimum Euclidean distance is selected as the cluster to which it belongs, and its 

calculation formula is shown in formula (2). Additionally, the cluster center is deter-

mined using the formula in (3). 

 d(𝑥𝑖 , 𝑐𝑚) = √(𝑥𝑖 − 𝑐𝑚)
2 (2) 

In which, i=1, 2, …n, m=1, 2, …k: 

 𝑐𝑖 =
1

𝑛𝑖
∑ 𝑥𝑥𝜖𝑐𝑖

 (3) 

In which, i=1, 2, …n, m=1, 2, …k, and ni represents the number of sample data in 

cluster Ci. 

The clustering criterion function serves as an important basis for evaluating the qual-

ity of clustering results. In the traditional k-means algorithm, the sum of squared errors 

criterion is employed as the evaluation function. Assuming that there are k clusters C1, 

C2, ..., Ck in the data set D, and each cluster has a corresponding cluster center c1, 

c2, ..., ck, the sum of squared errors criterion formula is as follows: 

 E = ∑ ∑ |𝑥 − 𝑐𝑖|
2

𝑥∈𝐶𝑖
𝑘
𝑖=1  (4) 

Where E is the sum of the squared errors between all data and the cluster center, and 

x is the data in cluster Ci. This criterion aims to minimize the sum of the squared dis-

tance between each sample point and its cluster center, thereby optimizing the cluster-

ing effect. By minimizing the sum of squared errors criterion, the k-means algorithm 

can divide data points into clusters with smaller internal distances, achieving effective 

clustering. 

3.3 Clustering analysis based on K-means method 

k-means algorithm program is operated and the distribution of sample numbers in each 

cluster is reasonable when the number of clusters is set to 5, and it is possible to form 

large clusters with distinct features and it is easy to distinguish. Finally, 126 records are 

clustered into 5 clusters, and the number of cases in each cluster is shown in Table III: 

Table 3. Basic data sheet of every cluster’s mean 

Cluster 

1 36.000 

2 4.000 

3 11.000 

4 31.000 

5 44.000 

Valid 126.000 

Missing .000 
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Table III presented the clustering results, where 126 students were grouped into five 

distinct clusters based on their college English achievements at the end of the semester. 

Cluster 1 comprised of 36 students, representing 28.6% of the total population. Cluster 

2 comprised of 4 students, accounting for 3.2% of the total population. Cluster 3 com-

prised of 11 students, accounting for 8.7% of the total. Cluster 4 comprised of 31 stu-

dents, accounting for 24.6% of the total and cluster 5 comprised of 44 students, ac-

counting for 34.9% of the total population. The distribution proportion of students’ col-

lege English achievement in the cluster center is shown in the Figure 1 below: 

 

Fig. 1. The distribution proportion of students’ college English acheivement 

After applying the K-means clustering method and running the K-means algorithm, 

the final clustering centers were formed, and the students' college English achievements 

were classified into five levels: excellent, good, medium, pass, and fail, and the cluster 

mean data is displayed in Table IV. 

Table 4. the cluster mean data of College English Scores 

Cluster 1 2 3 4 5 

Examination 77 46 62 87 70 

Assignments 84 60 70 94 78 

Evaluation 85 65 75 93 80 

Vocabulary 86 61 66 94 73 

Listening 77 43 54 88 71 

Speaking 82 55 63 91 77 

Based on the experimental results presented in Table IV and Table 2, Cluster 4 rep-

resents the highest-level group, comprising individuals who have achieved scores ex-

ceeding 87 points, Cluster 1 denotes the higher-level group, consisting of individuals 

with scores surpassing 77 points. Cluster 5 is the medium-level group with scores above 

70 points, and Cluster 2 and Cluster 3 is the low-level group with scores below 75 points 

and 61 points in the final examination, assignments, classroom performance, basic 

knowledge, speaking and listening. Approximately 24.6% of the students exhibited ex-

cellent performance, while 28.6% showed good proficiency in college English. About 

28.6%

3.2%
8.7%

24.6%

34.9%
Cluster 1

Cluster 2

Cluster 3

Cluster 4

Cluster 5

398             X. Cao



34.9% of the students achieved average scores, and 11.9% demonstrated poor perfor-

mance in their college English learning.  

According to Table III and Table IV, the values of each item in the mean of cluster 

4 are the highest among the five clusters, indicating that cluster 4 is composed of ex-

cellent students and their college English final examination scores are very high, with 

an average score of 87 at the end of the semester. Students in cluster 4 achieved high 

scores above 91 in assignments, evaluation, vocabulary and listening passed. All of 

them have a serious learning attitude, solid English foundation and excellent perfor-

mance in College English learning. 

Cluster 1 is composed of 36 students and their college English achievement are better 

among the five clusters. Except the average score of their final examination and listen-

ing is 77, their assignments scores, class evaluation scores, vocabulary scores, speaking 

scores and listening scores are higher. They have better performance in college English 

learning. They can achieve better achievement in college English through their hard-

working with the help of the teacher. 

Cluster 5 presented that the majority of students recorded a medium level. There are 

44 students accounting for 34.9% of the total number of students and both of them 

college English achievements are at the average level. These students are more scat-

tered with lower listening and speaking abilities. However they can actively participate 

in the activities in college English classroom with the good attitude towards college 

English learning and have basically completed all learning tasks, but their scores in 

final examination, speaking and listening are lower. 

Cluster 3 comprises 11 students. The final examination scores of the students in this 

group are low. Some students have poor listening abilities and have failed the listening 

test. Students in this group can participate in classroom interactions and complete as-

signments. The scores for vocabulary and speaking are generally low, but their listening 

scores are particularly poor. Students in this category have a weak foundation in college 

English. The scores of their college English final examination are generally low, and 

their listening skills are poor. 

Cluster 2 is composed of only 4 students with poor performance in their college 

English studies. Students in this category, whose final examination scores, assignment 

scores, classroom evaluation scores, vocabulary test scores, speaking scores, and lis-

tening scores were very low across all the five clusters, with the minimum score among 

them being only 39 points. This group of students should focus on strengthening their 

usual tasks in their college English learning. College English teachers should take into 

account the influencing factors in their future teaching to improve these students' low 

achievement in their college English learning. 

3.4 Implications of the experimental results 

The experimental findings indicate that K-means clustering algorithm is highly effec-

tive in identifying distinct categories of students' English performance data distribu-

tions, and reveal the characteristics and trends of each category of student’s college 

English performance data distribution. These findings will provide valuable reference 

information for teachers' future teaching and the development of more personalized 
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teaching strategies. For students with excellent grades, teachers can encourage them to 

continue to maintain their enthusiasm for college English learning, and appropriately 

increase the difficulties and challenges of their learning, cultivating their autonomous 

learning ability and critical thinking; for those students with good grades, teachers can 

help them discover problems in college English learning, improve their learning effec-

tiveness, and further enhance their college English achievement. For those students 

with moderate grades, teachers can give more guidance and attention, helping them 

strengthen their English learning, improve their learning methods to make their college 

English learning scores improved. For students with poor grades, teachers should give 

more attention and support to help them overcome English learning difficulties, and 

take targeted teaching measures to provide them with additional guidance and support, 

helping them enhance their learning confidence, thereby improving their college Eng-

lish learning achievement. At the same time, K-means clustering algorithm can help 

students understand their learning strengths, weaknesses, and preferences. It can also 

guide them in making informed decisions about their study strategies, resources, and 

course selection. The algorithm can enhance students' self-efficacy and motivation to 

learn, allowing them to adapt more quickly to changes in their learning environment, 

and providing valuable insights for their improvement. 

4 Conclusions 

In today’s highly developed education informatization, college teachers are increas-

ingly emphasizing the application of big data technology in the field of education to 

meet the needs of talent cultivation in the age of information. Clustering algorithm is 

an unsupervised learning method that can divide objects in a data set into different 

groups or clusters according to similarity or relevance. Clustering algorithms can effec-

tively be applied in various fields and the k-means algorithm is very useful for the clus-

tering analysis of students' College English achievement. The results of the clustering 

analysis of college English achievement based on the k-means algorithm can better 

show the distribution of different types of students’ college English achievement and 

the characteristics and trends of each type, providing valuable reference information 

for college English teachers to better evaluate their students' performance in college 

English learning such as students’ final  examination, assignment, classroom evalua-

tion, vocabulary, speaking and listening in college English and develop more targeted 

teaching plans and measures to improve students' learning effectiveness and scores. The 

application of k-means clustering algorithm in the analysis of college English achieve-

ment has important value in improving the quality of college English teaching and the 

effectiveness of students' college English learning, and contributing to the overall im-

provement of modern college English education quality and effectiveness. In the age 

when big data prevails, the deep integration of modern information technology and ed-

ucation has become an inevitable trend in the transformation and upgrading of higher 

education. With the advancement of information technology, the utilization of big data 

analysis techniques for personalized teaching has emerged as a pivotal topic in contem-

porary educational research. The application of the K-means clustering algorithm in 
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analyzing students' college English achievement enables us to unlock the full potential 

of learning process data, presenting an advanced approach to achieving personalized 

teaching in the era of big data. 
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