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Abstract. Cultivating advanced specialized talents and promoting scientific and 

technological development are important functions of higher education, and the 

two complement each other and have unity. This paper practices the teaching 

concept of research feedback, integrating teacher research and teaching, and us-

ing project-based teaching methods to cultivate applied undergraduate talents. 

We organize the course content of "Python Programming" according to the train-

ing needs of artificial intelligence majors. This paper introduces the teaching de-

sign of the unit "web crawler". Through teaching practice, we have realized that 

integrating scientific research into teaching can improve teaching quality and bet-

ter cultivate high-quality talents. 

Keywords: higher education, applied undergraduate, Python Programming, ar-

tificial intelligence, web crawler. 

1 Introduction 

Method of applying scientific research to teaching refers to the introduction of the latest 

achievements, research methods, and ideas of teachers in scientific research into teach-

ing, making the teaching content more rich, in-depth, and cutting-edge. Through re-

search practice experience and case studies, students can better understand and master 

theoretical knowledge, improve teaching quality and level, and promote the cultivation 

of their research literacy and innovation ability. Method of applying scientific research 

to teaching is a teaching model that organically combines research and teaching, which 

can improve teaching effectiveness, promote discipline development, and cultivate 

more innovative talents[1-3]. 

Artificial intelligence is an emerging interdisciplinary field that is based on computer 

science and combines theories, methods, and technologies from multiple disciplines 

such as computer science, psychology, and philosophy. Its aim is to research and de-

velop theories, methods, technologies, and application systems that can simulate, ex-

tend, and expand human intelligence. The research fields of artificial intelligence are  
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extensive, including robotics, language recognition, image recognition, natural lan-

guage processing, and expert systems[4-5]. 

“Python Programming” is a fundamental course for artificial intelligence majors, 

providing students with basic knowledge and skills in “Python Programming”, includ-

ing syntax, data types, control structures, functions, data structures, exception handling, 

and other aspects of python. Through this course, students will master the basic skills 

of “python programming” and be able to write simple programs to solve practical prob-

lems. 

As an automatically executed program, the core task of web crawlers is to simulate 

the browser behavior of human users. Web crawlers use network protocols and struc-

tures to automatically access and extract webpage data, thereby collecting and storing 

website information. As a comprehensive module in “Python Programming”, it not only 

covers the technologies of network communication and web page parsing, but also 

delves into knowledge in multiple fields such as data storage, processing, and analysis. 

Through in-depth learning and practice of web crawler technology, students majoring 

in artificial intelligence can better understand and apply this comprehensive tool, and 

cultivate a profound understanding of data mining and analysis, laying a solid founda-

tion for future career development. The application of this technology is not limited to 

obtaining information, but also provides students with unique opportunities to process 

and analyze large-scale data through automation. So that they can better deal with com-

plex problems in the real world and achieve more significant achievements in the field 

of artificial intelligence[6-9]. 

2 Fundamentals of Crawler Technology 

2.1 Fundamentals of Web Page Technology 

There is a unique URL for every web pages, images, videos, and other resources on the 

internet. When we enter the URL in the browser and press enter, we can view the page 

content. The process involves the browser sending a request to the server where the 

website is located. After receiving the request, the website server processes and parses 

it, ultimately generating response content and returning it to the browser. After the 

browser parses the source code of the webpage in the response, it presents the webpage, 

as shown in figure 1. 

 

Fig. 1. Web page request process 
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2.2 Website composition 

Generally, webpage content consists of HTML, CSS, and JavaScript. When crawling 

data from static HTML pages, it is necessary to simulate a browser sending a visit re-

quest to the website server to obtain its response content. The remaining task is to parse 

the webpage content, extract the required input, and store it in the database. The crawler 

process is shown in figure 2. 

 

Fig. 2. Crawler process 

Usually, websites set certain thresholds to block web crawlers, in order to reduce 

server load and protect their own data from being crawled. Common anti-crawler 

measures include access frequency verification, request header verification, etc. There-

fore, a core technology of web crawlers is how to construct a network request that is as 

real as possible to mimic the behavior of browsers. In the process of accessing a website 

through a browser, it is not only necessary to specify the URL to be accessed, but also 

to consider the browser's own parameter information, such as User Agent, as well as 

key information such as Sessions or Cookies required for interaction with the website. 

Therefore, when configuring web crawlers to send access requests, it is necessary to 

carefully construct these parameter information to ensure the legitimacy and validity of 

the request. 

User Agent is an important browser parameter that contains information about the 

browser's identity, such as the type, version, and operating system of the browser. By 

simulating legitimate User Agents, web crawlers can better simulate the access behav-

ior of real users and reduce the risk of being detected as crawlers by websites. In addi-

tion, for websites that require user authentication or maintenance of status, information 

such as Sessions and Cookies is also essential. Their correct settings in the request 

header are key to ensuring user identity and maintaining login status. 

Therefore, developers of web crawlers need to carefully construct access requests, 

including setting the correct User Agent, carrying necessary session and cookies infor-

mation, in order to interact smoothly with the target website. By properly configuring 

these parameter information, web crawlers can more effectively obtain the required 

data, while reducing the probability of being blocked or restricted by websites, thereby 

improving the stability and availability of the crawler. 

2.3 Data Extraction 

After initiating a network request, the response content returned by the website can be 

obtained, and the remaining task is to parse the webpage and extract page data. Regular 

expressions can generally be used, but they are cumbersome and not convenient 

enough. There are many HTML parsing libraries in Python, such as LXML, Beautiful 
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Soup, PyQuery, etc. Using such libraries can greatly improve the efficiency of web data 

extraction[10-14]. 

2.4 Data Storage 

After data extraction, it is necessary to consider persistently storing the obtained infor-

mation to ensure the long-term preservation of the data and facilitate subsequent re-

trieval and analysis. There are various forms of data storage, and you can choose to 

save it in JSON format, CSV format, TXT text format, or directly store it in a database. 

In this process, students need to apply the database related technologies they have 

learned. 

3 Course Implementation 

3.1 Task Background 

Currently, fresh graduates not only consider the correlation between the applied posi-

tion and their major when seeking employment, but also factors such as the geograph-

ical location of the employment city and the salary and benefits of the position. In order 

to help graduates better understand the job market situation, we plan to collect some 

recruitment information from a certain employment website, and extract the job title, 

salary and benefits, educational requirements, company name, work location, etc. from 

the recruitment information. We need to analyze and display recruitment data from dif-

ferent dimensions, so that graduates can easily understand the job market situation and 

choose positions that are more suitable for them. 

3.2 Task Implementation 

Analyzing the source code of the target website page, it was found that all job data 

information is contained in each unique div box, which is also the main crawling object 

for our subsequent crawling work. Through careful analysis of the source code of the 

target website page, we found that all job data information is nested in each unique div 

box. This is our main crawling object, as these unique div boxes carry the key infor-

mation we need. In each div box, we can find key data including job titles, company 

information, salary benefits, etc., which enables us to extract and analyze the required 

job information in a targeted manner. This structured page design provides clear goals 

for crawler work, allowing us to access and extract the required data in an orderly man-

ner. This clear structure lays a solid foundation for our crawler tasks, enabling us to 

efficiently obtain and process job data, providing a data source for subsequent data 

processing and analysis work. 

Because many recruitment websites have adopted a monitoring mechanism for Se-

lenium, if the Selenium value is true when accessing web pages, the crawler can be 

easily detected, leading to crawling failure. However, setting the ChromeDriver startup 
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parameter can solve this problem, avoid Selenium value detection, and achieve the pur-

pose of hiding Selenium. In order to improve the crawling efficiency of the crawler, the 

main program calls the Threading package, sets four groups of data keywords in a list 

at the same time, and circularly uses different threads to crawl the four keywords, thus 

realizing multi-threaded crawling. 

View the webpage source code by accessing the job details page. Design crawlers 

using this information as crawling objects. Use the method of annotating the keyword 

primary key to crawl all valid information within the primary key range until the last 

position information is crawled. View the source code information as shown in figure 

3. 

 

Fig. 3. Original website data 

By parsing the website source code and locating according to the attributes of the 

tags, you can find the required job information by using the Find_element_by_xpath() 

function in the Selenium library under different nodes. This involves the web 

knowledge that students have learned. 

3.3 Task Expansion 

In order to improve the running speed of the crawler, multi-threaded technology was 

adopted to achieve concurrent execution and achieve multi-threaded crawling. We call 

the Threading library in the main program to create multiple threads, store the search 

keywords in a list, distribute different search keywords to different threads at runtime, 

and start and run these threads at the same time, so as to improve the crawl rate of 

crawlers. To avoid errors when multiple threads defend the same piece of data, it is also 

necessary to use Threading. lock() to prevent this issue from occurring. 

If the same IP address is frequently used for web crawling, the website will recognize 

it as a crawler and no longer return response data. To avoid a single IP address being 

denied access due to high access frequency, we can use an IP proxy to disguise the IP 

and make the server unable to recognize that the request was initiated by our local ma-

chine. Using an IP proxy server can build a bridge between the local machine and the 

server. At this point, the local machine does not directly make requests to the web 

server, but sends requests to the proxy server, which forwards them to the web server. 

Finally, the proxy server forwards the response content returned by the web server to 

the local machine. The process is shown in figure 4. During this process, the IP address 
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recognized by the web server is the proxy server's, which achieves the disguise of the 

IP address. In practical use, it is necessary to use more IP proxy servers for cyclic or 

random use. 

 

Fig. 4. Running process of IP proxy server 

In order to store the data for future use, we choose to store the recruitment data in a 

relational database and store the recruitment information in a data table in order of 

fields. This involves the database knowledge that students have learned. 

After data storage, high-frequency vocabulary can be displayed for unified type of 

job information, which needs to be divided into two parts: vocabulary decomposition 

and heat map production. Vocabulary decomposition uses the jieba library to perform 

Chinese word segmentation on recruitment information. The segmented text is stored 

in a list and sorted by frequency. The most 25 keywords are taken out for creating a 

word cloud, which is then created using the WordCloud library. The effect is shown in 

figure 5. 

 

Fig. 5. Wordcloud of igh frequency words 

Finally, perform a simple data analysis on the crawled recruitment data, visually 

display the salary levels of relevant positions and the salary benefits of enterprises of 

different scales, and use the Matplotlib library to achieve this. After extracting database 

information, create bar charts, pie and line charts. We have read recruitment infor-

mation from different urban areas in Beijing and made statistics on the average recruit-

ment salary in different urban areas. The bar chart shows that the average salary in 

remote urban areas is lower, as shown in figure 6. At the same time, statistics were 

conducted on the relationship between the size of the company's personnel and salary 

benefits, which was shown in the line chart. It can be seen that the larger the size of the 

personnel, the better the average salary, as shown in figure 7. 
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Fig. 6. Average salary in different  district 

 

Fig. 7. Average salary under different company size 

4 Summary 

A complete web crawler unit involves various technical knowledge, such as Python 

programming, web development, multithreading technology, database technology, etc. 

If only explaining network data crawling separately, students will not be able to master 

the complete crawling process and crawling technology. For students majoring in arti-

ficial intelligence, learning Python programming language can help them master basic 

programming skills, understand how computers process data and perform tasks, as well 

as how to use various artificial intelligence libraries and frameworks. Using web crawl-

ers can crawl large amounts of data from the internet, providing necessary datasets for 

machine learning and deep learning. In addition, web crawlers can also be used to au-

tomate the collection of industry information, competitor analysis, and other fields, im-

proving data processing efficiency. Mastering web crawler skills can help students ma-

joring in artificial intelligence better process and analyze data, and improve research 

efficiency. Python programming and web crawling are essential skills for students ma-

joring in artificial intelligence. By learning and practicing these two skills, students can 

achieve better results and development in the field of artificial intelligence. 

By integrating research projects into practical courses, students can gain a deeper 

understanding of the cutting-edge dynamics of computer science and master advanced 

research methods and skills through exposure to research projects. Meanwhile, students 
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can also enhance their innovation and problem-solving abilities by participating in sci-

entific research projects. By introducing scientific research achievements and cutting-

edge academic knowledge into classroom teaching, teachers can enrich teaching con-

tent and improve teaching quality. At the same time, teachers can also provide feedback 

through scientific research to help students better understand and master the basic con-

cepts and principles of computer science. Computer related research projects usually 

require experimentation and practice, which can provide students with more practical 

opportunities. Through practice, students can better understand and apply the 

knowledge they have learned, and improve their practical and programming abilities. 
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