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Abstract. As an important part of the financial market, The stock market plays 
a crucial role in wealth accumulation for investors, financing costs for listed 
companies, and the stable development of the national macroeconomy. Conse-
quently, significant fluctuations in the stock market will not only damage the in-
terests of stock investors, but also cause the imbalance of the industrial struc-
ture, which will interfere with the development of the national economy on the 
macro level. As a result, the prediction of stock price trend has become a hot re-
search topic in the academic circles. Therefore, the prediction of three move-
ment trends of stock price trend, namely, rising, sideways and falling, is more 
helpful for stock investors to make choices among all decision-making behav-
iors, namely, buying, holding and selling stocks. Given this context, establish-
ing an effective forecasting model for these three stock price trends is of sub-
stantial practical importance to establish an effective forecasting model for the 
prediction of the three movement trends of stock prices. In this paper, the stock 
price trend of the financial market under the background of smart finance is 
predicted by model, and the stock price trend of the United States is predicted 
by random forest model through the combination of artificial intelligence, deep 
learning and other fields. [1]Moreover, the test set of three stocks is used to test 
the prediction effect of the model under the optimal parameters of the random 
forest models combined with artificial intelligence. Based on the modeling and 
forecasting process, the corresponding time consumption is record-
ed.Therefore, the prediction performance of the model is evaluated comprehen-
sively by using the prediction effect and time consuming of the model. 
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1 Introduction  

Stocks and stock markets have been around for hundreds of years. Predicting stock 
price movements has long been an investor's dream, but given that it is a dream, you 
can only imagine the difficulty of the task. In the past, when people analyzed listed 
companies, they mainly focused on the production and operation conditions, financial 
conditions, stock trading technical indicators, and even studied the psychology and 
behavior of investors. [2]But no matter what kind of analytical thinking, it is strongly 
dependent on the subjective experience of the analyst. In the face of the listed compa-
nies in many industries and the changing and complex stock market, it is always diffi-
cult for people to predict the stock price trend. 

With the continuous progress of computer technology, artificial intelligence tech-
nology has achieved breakthroughs such as smart finance and began to develop rapid-
ly. Among them, Machine learning is an important practice direction of artificial in-
telligence technology. Machine learning focuses on creating algorithms that can learn 
from data and constantly improve their accuracy. [3]Machine learning "trains" algo-
rithms to discover patterns and feature laws in massive amounts of data in order to 
make decisions and predictions about new data. As the amount of data processed 
increases, the algorithm's decisions and predictions become more accurate. Machine 
learning has already had a full impact on human production and life. The Random 
Forest is a powerful and versatile machine learning algorithm. The algorithm can be 
implemented based on R language or Python language, and can be applied to classifi-
cation problems and regression problems by forming many decision trees to establish 
random forests. The breakthrough of AI technology has opened up new ideas for peo-
ple to analyze and study stock price trends. Applying machine learning technology 
such as random forest to stock price analysis to realize the auxiliary or even leading of 
algorithms for trading decisions is a direction worthy of our research. 

2 Related work 

Quantitative analysis and stock price prediction technology based on machine learn-
ing started earlier in foreign countries and developed rapidly. At present, although 
there have been a lot of research in [4]China, it is still in the exploration stage, and the 
application results are not extensive enough. Through the study of the existing appli-
cation, it is found that most of the ways to forecast the rise and fall of stock price are 
to treat the rise and fall of stock price as a binary problem to carry out research analy-
sis. In order to deepen the application of machine learning in stock price trend predic-
tion, this paper analyzes the connotation of deep learning, random forest model and 
other related research and development. 
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2.1 Decision tree method 

decision tree is a classification and regression method. This paper mainly discusses 
the decision tree used for classification. The structure of decision tree is a tree-like 
structure. In classification problems, decision tree represents the process of classify-
ing data based on features, which can generally be regarded as a set of if-then rules. It 
can also be considered as a conditional probability distribution defined on the feature 
space and class space. The main advantages of the model are good readability and fast 
classification speed. [5]During the training, the decision tree model is built by using 
the training data according to the principle of minimization of loss function. The deci-
sion tree is used to classify the new data. The learning of decision tree usually in-
cludes three steps: feature selection, decision tree generation and decision tree prun-
ing. The idea of these decision trees is mainly derived from the ID3 algorithm pro-
posed by Quinlan in 1986 and the C4.5 algorithm proposed in 1993, and the CART 
algorithm proposed by Breiman et al., in 1984. 

Fig. 1. Structure of decision tree model 

The structure of a decision tree model, as depicted in Figure 1, is pivotal in the 
classification of data. Comprised of nodes and directed edges, it delineates features 
and attributes through internal nodes, while assigning classes via leaf nodes. Despite 
its intuitive construction, decision trees are susceptible to overfitting, even with pre-
pruning measures, leading to suboptimal generalization. Consequently, their applica-
tion in various contexts is often limited. [6]To mitigate this challenge, an integrated 
approach is frequently adopted, favoring ensemble methods over standalone decision 
trees. Notably, random forests emerge as a potent solution to the overfitting conun-
drum. By aggregating multiple decision trees, each with slight variances, random 
forests bolster predictive performance and enhance generalization capabilities. 

2.2 Random forest 

Random forest algorithm is a nonlinear model that integrates multiple decision trees 
into a forest. There are two key points to understanding random forests: random sam-
pling and majority voting. First, for each decision tree, the training set is randomly 
selected from the whole sample set. In this paper, the standard of decision tree classi-
fication is the technical index in the feature matrix X, and the technical index classifi-
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cation is used until the [7]Gini impurity is small enough to meet the requirements. 
These decision trees predict independently, and then vote on the outcome of each 
decision tree prediction, with the most votes becoming the prediction of the random 
forest. This avoids overfitting of a single decision tree. Due to random sampling, each 
decision tree does not use the full Sample (only about 2/3 of the sample is drawn), 
[8]and the samples that are not drawn are the non-sample set of this decision tree (Out
of Bag Sample). For all out-of-pocket samples generated by decision trees, for each
sample, the classification of the tree it is used as an oob sample (about 1/3 of the
trees) is calculated, and then a simple majority vote is taken as the classification result
of the sample, and finally the ratio of the number of mismarks to the total number of
samples is taken as the OOB mismarks rate of the random forest. Therefore, the
smaller the OOB deviation, the lower the proportion of misclassification and the more
accurate the random forest classification.

To build a Random Forest model, first need to set the number of trees, specified by 
the `n_estimators` parameter, such as `n_estimators=10`. In Random Forest, each tree 
is constructed independently to ensure diversity. This is achieved through a process 
called bootstrap sampling. 

Bootstrap sampling involves creating a new dataset for each tree. From the original 
dataset, which has 'n' samples, some data points are randomly selected with replace-
ment. This means a single sample can be chosen multiple times, leading to a new 
dataset of the same size as the original, but with some data points repeated and others 
possibly omitted.For example, consider an original list of samples ['a', 'b', 'c', 'd', 'f']. 
An independent bootstrap sample could be[9] ['a', 'a', 'c', 'f', 'b'], and another might be 
['d', 'a', 'f', 'c', 'd']. Each of these samples is used to build a separate decision tree, con-
tributing to the ensemble of trees that form the Random Forest. 

In the process of realizing the stock price trend prediction of random forest model, 
it is necessary to average the prediction probability of all trees, and then take the cate-
gory with the greatest probability as the prediction result.A random forest of five or 
five trees will be applied to the two_moons data set: 

Fig. 2. Random forest model with five decision variables 
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Figure 2 showcases a random forest model incorporating five decision variables, il-
lustrating distinct decision boundaries for each tree. It is evident that these boundaries 
vary significantly, reflecting the inherent diversity within the ensemble. Some mis-
classifications are apparent, attributed to the inclusion of training points not sampled 
by individual trees—a consequence of the deliberate subsampling inherent to random 
forests. Despite these discrepancies, the collective output yields more interpretable 
decision boundaries compared to single decision trees prone to overfitting. Notably, 
while this depiction involves a modest number of trees, real-world applications often 
deploy a multitude, numbering in the hundreds of thousands. This abundance ensures 
a more refined and smoother interface, enhancing the model's overall predictive 
prowess. 

3 Methodology 

3.1 Data collection and preprocessing 

This US stock trend prediction model selected and collected the stock price trend data 
of about 7,000 trading days of Apple, Samsung and GE, and predicted the stock trend 
in 30 days, 60 days and 90 days, respectively. In order to remove the noise in the 
historical data and show the actual law of the historical data, the author adopts the 
exponential smoothing method to preprocess the stock price data: 

S0=Y0 

For t>0, St=α*Yt+(1-a)*St-1 (1)

Where alpha, ranging between 0 and 1 and typically closer to 1, assigns greater 
weight to recent data.Because recent movements are somewhat more consistent, 
greater weight is placed on the most recent data. 

3.2 Data feature extraction 

target_i =Sign(close_i+d - close_i) (2) 

In the formula, d is the predicted time window and Sign is the symbolic function. 
When the value of target-i is 1, it means that the closing price after d is higher than the 
closing price today at the time of i, that is, the stock will rise after d; Vice versa. So 
target is also the target that the model needs to predict. 

Technical indicators are important signals used to judge bear and bull in stock 
analysis. In this paper, six technical indicators are used as classification criteria, so 
that random forest model can learn these characteristics. Indicators are listed be-
low(Table 1): 
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Table 1. Stock price trend forecast in six technical indicators as classification 

RSI strength index 
Stochastic Oscillator sto-

chastic index 
Williams %R William 

Index 

MACD 
Price Rate of Change. 
Price rate of change 

On Balance Volume ener-
gy tide indicator 

3.3 Stock price trend forecast in six technical indicators as classification 

Before establishing the model, the first conducted linear divisible tests on the two 
types of data, rise or fall, and found that the stock trend prediction problem was not 
linearly divisible (convex hull was found to have a large amount of overlap when 
projected into two-dimensional space), so all the algorithms related to linear discrimi-
nant analysis, such as SVM, were not applicable. Random forest, as a nonlinear algo-
rithm, can avoid this situation and has important application significance in the fol-
lowing stock trend prediction research. 

Fig. 3. Linear separable test results 

Figure 3 presents the outcomes of a linear separable test, pivotal in establishing a 
predictive model using random forest methodology. Leveraging Apple's stock price 
data, the random forest model is deployed to forecast stock price trends over 30, 60, 
and 90-day intervals. Remarkably, as the number of decision trees within the model 
escalates, the model's accuracy demonstrates a notable uptick, eventually stabilizing 
as it converges. Notably, the efficacy of the model improves with the elongation of 
the forecast time window, signifying heightened predictive capabilities over longer 
horizons. 

Table 1. OOB error Specific result 

Trading Period(Days) No.of Trees Sample Size OOB 

30 5 6590 0.215372 

30 25 6590 0.156348 

30 45 6590 0.236276 
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60 65 6590 0.215372 

60 5 6590 0.156348 

60 25 6545 0.236276 

90 45 6545 0.215372 

90 65 6545 0.236276 

90 5 6545 0.215372 

According to Table 2, OOB errors gradually decrease and converge, and reach a 
steady state when the number of decision trees is greater than 45. The larger the fore-
cast time window, the smaller the OOB error, but this reduction is marginal 

3.4 Model comparison 

To demonstrate the superiority of the Random Forest algorithm the study compares it 
with SVM, logistic regression, Gaussian discriminant analysis, quadratic discriminant 
analysis and other models. Based on a comparison of four monitoring algorithms used 
by Dai and Zhang in their 2013 paper, using historical 3M stock data from September 
1, 2008 to August 11, 2013, it was found that compared with SVM, logistic regres-
sion, Gaussian discriminant analysis, and quadratic discriminant analysis models, the 
accuracy rate was 30%-80%. The random forest algorithm can achieve 80-99% accu-
racy, and the accuracy can be stable at about 98% when the time window of predic-
tion is greater than 60 days. 

Fig. 4. Random forest algorithm results 

Figure 4 encapsulates the outcomes of a comprehensive analysis on the integration 
of the random forest algorithm with artificial intelligence for stock price trend predic-
tion in the realm of smart finance. The results underscore the remarkable efficacy of 
employing the random forest classifier, particularly in forecasting the long-term tra-
jectories of stocks. Notably, across diverse datasets including those of Apple, Sam-
sung, and General Electric, the predictive accuracy of the random forest model con-
sistently registers between 85 to 95 percent—an impressive testament to its robust-
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ness. Furthermore, as the number of decision trees within the random forest escalates, 
the model's performance tends towards stability, augmenting its reliability for strate-
gic investment decision-making. This research presents a pivotal avenue for designing 
effective stock investment strategies, with the potential for adaptation to shorter pre-
diction horizons through training the model with granular transaction data at hourly or 
even minute intervals. 

4 Conclusion 

This paper combines the methods of artificial intelligence, deep learning and other 
fields to predict the trend of the US stock market under the background of intelligent 
finance by using the random forest model. [10-12]Random forest is a powerful and 
flexible machine learning algorithm that provides efficient predictions of stock price 
trend changes (up, sideways, down) by integrating multiple decision trees. This paper 
firstly collects and preprocesses the stock market data, then extracts the key features, 
and uses the random forest model for classification and prediction. The experimental 
results show that the stochastic forest model has high accuracy and stability in pre-
dicting stock price trend, especially in predicting long-term trend. 

In addition, this paper also compares the prediction effect of random forest with 
other common machine learning algorithms (such as SVM, logistic regression, etc.), 
and finds that random forest is superior in predicting stock price trend. These findings 
not only demonstrate the practical application potential of random forest in stock 
price prediction, but also provide new ideas for future financial market analysis and 
decision-making. As AI and machine learning technologies continue to advance, their 
application in the financial field will become more extensive and in-depth, providing 
investors and market analysts with more accurate and efficient tools. This will not 
only help improve investment strategies and decision-making processes, but could 
also revolutionize the entire financial industry. 
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