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ABSTRACT 

One of the crucial problems in online learning is the difficulty of monitoring student academic performance by teachers. 

However, research to find a solution to this problem is not much. On the other hand, the change in the educational 

paradigm during the corona pandemic resulted in large amounts of data stacks, especially student data. Data mining is 

often used to identify patterns in large datasets that can be used to train AI models. So, Data mining can be applied to 

student data to find knowledge or information that can be used to create a better educational environment. Therefore, 

our research focuses on the application of data mining to overcome the difficulties of monitoring student performance. 

The method used is based on density. Furthermore, our research detects an anomaly that occurs in student academic 

performance which produces information about students whose academic performance is different from the majority of 

other students. This knowledge is very important for teachers to prevent student failure in achieving academic 

performance. 
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1. INTRODUCTION 

The corona pandemic has accelerated the application 

of ICT in the education sector, one of which is the 

learning process turning into online learning. This raises 

a crucial problem, namely the difficulty of teachers in 

monitoring student performance due to reduced 

interaction between teachers and students. Monitoring 

student performance is very important so that students 

avoid failure in achieving their academic performance. 

On the other hand, changes in online business 

processes in educational institutions have many 

consequences, such as an increase in online transaction 

data every day. This condition stimulates researchers to 

perform data mining to obtain important information 

from the data which is called Data Mining [1], [2]. 

Specifically for student data, in many cases, exploration 

is carried out to produce information related to student 

characteristics, for example, performance. [3]-[9], 

attitude or behaviour [10]-[12], and achievement [13], 

[14]. 

Based on the description of previous research, the 

domain of student academic performance is quite 

popular. [15], This shows that this domain is quite 

important for the success of students in their academic 

achievement and is of great interest to researchers. 

However, previous research on student academic 

performance has not focused on monitoring student 

academic performance with the student performance 

anomaly detection approach. 

For this reason, our paper performs anomaly 

detection of student performance working on grouping 

tasks using one of the data density data mining methods, 

called DBSCAN. Here, we apply this method to student 

performance data. This research is needed to support 

teachers in monitoring student academic performance in 

online learning. 

This method is a clustering method which is one of 

the tasks in data mining. This method maps a set of data 

points to group similar data points. Therefore, the 

clustering algorithm looks for similarities or 

dissimilarities between data points. This grouping is an 

unsupervised learning technique. Accordingly, our 

student data is not labeled where students are associated 

with data points. 
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Finally, this paper is organized into the following 

sections. The first is the introduction, which is followed 

by the proposed materials and methods. The 

experimental results are presented in the next section. 

Finally, we conclude the research in Section 4. 

2. METHOD 

2.1 Student Academic Performance Data  

The student academic performance data used in this 

study are student data when they take basic programming 

courses. There are 115 students involved in this study. 

The features of student academic performance data 

consist of 6, namely: presence, part, assignment, midterm 

Exam, final Exams, and final Score which is explained in 

detail in our research [16]. 

2.2 Proposed Method 

The architecture of the proposed method is shown in 

Figure 1. There are several steps to be taken to detect 

these student academic performance anomalies, namely: 

Step 1: Collecting student academic performance data 

which is explained in detail in the previous sub-chapter. 

Step 2: Application of one of the existing methods in data 

mining, namely: DBSCAN. This method is based on data 

density. There are several parameters that we must set for 

this method to run. These parameters are the core point 

neighbour and neighbourhood distance. A core point 

neighbour is defined as a point that has several 

neighbours (including itself) within a certain 

predetermined radius. These neighbours are called core 

point neighbours or core point neighbours. The core point 

and its neighbours form a cluster or data group. 

Meanwhile, neighbourhood distance is defined as a 

certain distance or radius that is used to determine the 

neighbours of a point in the data space. In other words, 

neighbourhood distance is the maximum distance that is 

determined to determine whether a point will be 

considered a neighbour of another point. 

Step 3: Exploration of distance measures. Our research 

explores 2 measures of distance, namely: Euclidean and 

Manhattan. The formula of Euclidean   for 2 points 

1 1(x , y )  and 2 2(x , y )  

2 2

2 1 2 1E (x x ) (y y )= − + −  (1) 

The formula of Manhattan M  for 2 points 1 1(x , y ) and 

2 2(x , y )  

2 1 2 1M x x y y= − + −  (2) 

 

Step 4: Results analysis. The test results were analyzed 

to find out student performance anomalies from 

parameter setting and distance exploration in the previous 

step. Many students are categorized as an anomaly by 

existing methods. 

Step 5: Validity analysis. This step is intended to find out 

which detection results are the most valid from several 

trial scenarios that are carried out. This study uses the 

silhouette index size which refers to [17]. 

Step 6: Results visualization. This result visualizes to 

make it easier for users, in this case, teachers, to find out 

whether there are students who deviate from their 

academic performance because they are different from 

the majority of students, which in this case is referred to 

as an anomaly. 

Step 7: Anomaly detection results. The final step of this 

architecture is that we present the results of the detection 

of academic performance anomalies. These results are to 

support teachers in taking action as early as possible so 

that the students concerned do not fail in their academics. 

 

Figure 1. The Proposed Method. 

3 RESULT AND DISCUSSION   

The results of the execution of the proposed 

architecture, analysis of the results, and visualization are 

discussed in this chapter. As explained in the previous 

chapter, this study conducted trials by exploring this 

density-based method with 2 distance measures, namely 

Euclidean and Manhattan. The test results are presented 

in Table 1 and Table 2 for the Euclidean and Manhattan 

distances respectively. The experiment was carried out 

with Core point neighbours from 2 to 13. For neighbours’ 
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distance, the value is determined using the value in the 

first "valley" in the graph based on research [18] so that 

the results of applying the method are more optimal. The 

test results in Table 1 show that the most optimal range 

of values for the neighbourhood distance parameter is 

1.34 to 1.66. Then, the number of students whose 

performance anomalies were detected was in the range of 

7-9 students. For the size of the Manhattan distance, the 

value range of the neighbourhood distance parameter is 

2.08 to 3.45. The number of students whose performance 

anomaly is detected is 8-10 students. In both distance 

measures, there is a tendency that the higher the value of 

the core point neighbours and neighbourhood distance, 

the more students whose performance is detected by an 

anomaly. 

Furthermore, on the Euclidean distance measure, 

students with the most anomaly performance are 9 

students in the scenario of core point neighbours = 13 and 

neighbourhood distance = 1.662. The neighbourhood 

distance value is determined with this value because this 

value is the most optimal based on the first valley 

recommendation as shown in Figure 2. (a). In contrast, 

the number of students with the least anomaly 

performance in the test scenario core point neighbours = 

2 and neighbourhood distance = 1.34 is 7 students. Of 

course, the determination of the value of the 

neighbourhood distance is also based on the value of the 

first valley so that the detection results obtained are 

optimal. 

Table 1. The experiment result using Euclidean distance. 

Core Point Neighbors Neighborhood Distance 
The Student Number of the 

Anomaly 
Index Of Student 

2 1.34 7 1,11,15,17,44,56,107 

3 1.344 7 1,11,15,17,44,56,107 

4 1.392 7 1.11,15,17,40.54,107 

5 1.548 8 1,11,15,17,40,44,56,107 

6 1.561 9 1,11,15,17,40,44,54,56,107 

7 1.584 9 1,11,15,17,40,44,54,56,107 

8 1.594 9 1,11,15,17,40,44,54,56,107 

9 1.596 9 1,11,15,17,40,44,54,56,107 

10 1.63 9 1,11,15,17,40,44,54,56,107 

11 1.63 9 1,11,15,17,40,44,54,56,107 

12 1.657 9 1,11,15,17,40,44,54,56,107 

13 1.662 9 1,11,15,17,40,44,54,56,107 

Table 2. The experiment result using the Manhattan distance. 

Core Point Neighbors Neighborhood Distance 
The Student Number of the 

Anomaly 
Index Of Student 

2 2.081 8 1,11,17,40,44,54,56,107 

3 2.122 9 1,11,15,17,40,44,54,56,107 

4 2.731 9 1,11,15,17,40,44,54,56,107 

5 2.979 9 1,11,15,17,40,44,54,56,107 

6 3.113 9 1,11,15,17,40,44,54,56,107 

7 3.146 9 1,11,15,17,40,44,54,56,107 

8 3.313 9 1,11,15,17,40,44,54,56,107 

9 3.313 9 1,11,15,17,40,44,54,56,107 

10 3.35 10 1,11,15,17,40,44,49,54,56,107 

11 3.37 10 1,11,15,17,40,44,49,54,56,107 

12 3.396 10 1,11,15,17,40,44,49,54,56,107 

13 3.445 10 1,11,15,17,40,44,49,54,56,107 

Next, the visualization is carried out in the form of a 

scatter plot for the scenario with the most anomaly 

detection results. The detection results are based on the 

Euclidean and Manhattan distance parameters as 

presented in Figure 3. (a) and 3. (b) respectively. The two 

figures show that students who are detected as an 

anomaly are symbolized by a grey circle and students 

whose academic performance is normal are symbolized 

by a blue circle. For the Euclidean distance parameter, 

there were 9 students whose academic performance 

detected an anomaly. Meanwhile, the Manhattan distance 

parameter detected an anomaly of 10 students. However, 

the visualization does not display all the anomalies due 

to the limited dimensions. This scatterplot is presented 

using only 2 dimensions. 

Lastly, this study validates the existing model using 

the silhouette index technique. The results of the 

execution of this silhouette index are visualized in the 

form of a silhouette plot as presented in Figures 4. (a) and 

4. (b) This silhouette plot is presented on the two distance 

parameters, namely: Euclidean and Manhattan. Based on 

research [17], the fewer instances where the silhouette 

value is less than 0, the more valid the modelling is. 

Based on the two figures, the number of students whose 
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silhouette score is less than 0 in the model with the 

Euclidean distance parameter is less than in the model 

with the Manhattan distance parameter. This shows that 

the detection results for the model built with the 

Euclidean distance parameter are more valid than the 

model built with the Manhattan distance parameter.   

Of course, the results of this detection are very helpful 

for teachers in monitoring student academic 

performance. In addition, teachers can immediately take 

appropriate action against students with anomalies to 

prevent academic failure. 

Figure 2. Parameter of neighborhood distance, (a). 

Euclidean Distance, (b). Manhattan Distance. 

Figure 3. Visualization of detection results in scatter 

plot form, (a). Euclidean Distance, (b). Manhattan. 

 

Figure 4. The visualization of silhouette value (a). 

Euclidean Distance, (b). Manhattan. 

4. CONCLUSION 

The conclusions that can be drawn from this research 

are as follows: (1) detection of student academic 

performance can be done with an anomaly detection 

approach based on the Data Mining algorithm; (2) 

selection of the right algorithm parameters can produce 

optimal detection performance. 
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