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ABSTRACT 

 Artificial Neural Networks have demonstrated best effectiveness and excellent scheduling capabilities in realizing 

many purposes like recognition, clustering, classification, management and even prediction. For this reason, we 

have used RBF based Artificial NN for the dynamic forecasting of load and Photovoltaic production using many 

operations like forecasting, training and validation of the data accuracy. For the validation, the Mean Absolute 

Percent Error is calculated in function of the most three relevant input parameters, which are previous load and 

Photovoltaic production measurements, seasonability and temperature or solar radiation data. This work has used 

real-time measurements of load and Photovoltaic production for their comparison with the predicted load data 

using RBFNN algorithms for the calculation of MAE and MAPE, to deduce the performance of forecasting 

algorithms including the accuracy of the forecasted data. This research paper has treated 2 goals. The first is the 

short-term energy and Photovoltaic production forecasting including training operations. The 2nd goal is the 

calculation of Mean Absolute Error and Mean Absolute Percent Error via the comparison between the forecasted 

data and real-time measurements to evaluate the reliability of forecasted data and the performance of the 

forecasting algorithms. By this way, the dynamic prediction algorithms were implemented, the predicted data were 

compared to the same time-series measurements and forecasted energy MAPE was calculated. 

Keywords: Dynamic prediction algorithms, RBFNN, ISO, ErrCor, MAPE.  

1. INTRODUCTION 

The use of smart meters is not significant in some 

countries in developing state due their installation 

cost [1,2]. That is why, this research paper has 

treated the consumed energy forecasting goal to 

enhance the reliability of forecasted energy and the 

dynamic forecasting algorithms robustness, by the 

implementation of the necessary algorithms 

responsible for the energy forecasting 

[3][4][5][6][7]. Many works have treated the 

implementation of the forecasting algorithms for 

energy prediction and PV generation forecasting 

[10][11][12][13]. Renato et al. [14][15] have used 

WSN to measure electrical energy. They tested their 

measurement approach in an environment of large-

scale smart meters. Oveis Abedinia et.al. [18] have 

presented a reliable methodology for the solar 

radiation forecasting based neural networks using 

temperature, longitude, latitude…they have selected 

the pertinent input parameters using wika tool and 

have tested their method with the calculation of 

MAE then RMSE Yang Zhang et.al., [19] have 

proposed a novel load and price forecasting method 

based neural network for multi-level structure smart 

grid environment. Arwa Ben Farhat et.al, [20] have 

enhanced RBFNN by proposed new efficient second 

order method that can be applied for load 

forecasting. The research paper has concentrated on 

prediction of real-time algorithms used RBF training 

methods based neuro-fuzzy system for the 

forecasting of load in function of the input 

parameters as well as, the evaluation of the 

forecasted load data accuracy by the test of the 

performance of the used algorithms via the MAPE 

calculation. The proposed dynamic prediction 

algorithms have compared the forecasted data to 

evaluate the reliability and the accuracy of the 

predicted data as well as the performance of 

implemented forecasting algorithms. This research 

paper has been divided into several sections: Part 2 

follows the ANN model used for the energy 

forecasting. Section 3 describes used load 

forecasting techniques. The part 4 presents the 

obtained energy forecasting scenarios considering 

the actual works; the conclusion presents the main 

contribution of this research study.
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2. THE CONCEPTUAL STUDY OF 

THE ANN 
2.1. The ANN model 

The ANN have shown strong capabilities in multi-

purpose approaches like recognition, classification, 

clustering and prediction, there are the most used 

technology according to [21] [22] that proved the 

best results in the prediction  compared to the newest 

methods such as linear, nonlinear and fuzzy logic. 

ANN architecture is composed generally of three 

layers linked together by the interconnected nodes 

that integrate the network as shown in figure 1. The 

first layer is used to receive input data to enter them 

into the model, the second layer known by the hidden 

layer is composed of a number of output parameters 

that are transferred from the first layer to be 

combined and trained in the second layer, the 3 rd 

layer presents the obtained output from the 

processing and the transfer of final values in the 

hidden layer.    

 

Figure 1. RBF based ANN model [21] 

 

3. THE PROPOSED APPROACHES 

3.1. The used methods for the dynamic prediction approach 

There are several used machine learning methods 

based Radial Basis Function Artificial Neural 

Networks for the dynamic prediction of the 

consumed energy in the substations of smart grids 

environment,   The most performant  are Support 

Vector Regression method based classification and 

regression techniques which consisted on the fusion 

of groups of data according to the nearest Euclidian 

distance to build the support vectors based on the 

weight input and the locations of RBF using 

adjustment parameters inputs [21] . 

We have also Extream Learning Machine based on 

the use of orthogonal least squares in order to detect 

the weights of output and the places of the centers of 

RBF [21]. 

The most performing and most reliable are Improved 

Second Order and Error Correction,  

The Improved Second Order used iteration 

algorithms for the minimization of errors expressed 

in 1 st order by Wk + 1 = WK –a g and in 2nd order 

by the identity matrix. It consists on the adjustment 

of all parameters related to RBF [20]. 

The Error Correction is a RBFNN method witch uses 

a single analysis for the error validation [21]. 

Table 1 summarizes all the existing Radial basis 

Functions neural networks methods for the electrical 

energy forecasting with citing the advantages and the 

drawbacks of each used method. 

 Concept Advantages Drawbacks 

Support 

Vector 

Regression 

SVR 

Algorithms based on the fusion of groups of 

data according to the nearest Euclidian 

distance to build the support vectors based 

high analysis time. poor prediction 

results  
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[21] on the weight input and the locations of 

RBF using adjustment parameters inputs 

 

Extream 

Learning 

Machine 

ELM 

[21] 

Algorithms based on the use of orthogonal 

least squares in order to detect the weights 

of output and the places of the centers of 

RBF. 

 

Produced reasonable results 

 

Faster than other algorithms 

despite the use of RBF and SVR 

inputs. 

 

 

the use of both RBF 

and SVR inputs 

complicate the 

training. 

 

Improved 

Second 

Order 

ISO 

[20] 

Iteration algorithms based on the 

minimization of errors expressed in 1st 

order by Wk + 1 = WK –a g and in 2nd order 

by the identity matrix. 

 

Adjustment of all parameters related to 

RBF. 

 

Generates results with 10 times 

more precision than SVR. 

Execution time is 

very long. 

 

Error 

Correction 

ErrCor 

[21] 

characterized by a single analysis to obtain 

the optimal solution. 

Error validation is more accurate 

compared to ELM and SVR. 

 

Error correction execution time 

is faster compared to SVR and 

ELM. 

 

 

Table.1. Summarizing table of the RBFNN methods for the data learning and performance test of the 

dynamic prediction algorithms 

 

3.2. The used energy forecasting method 

The used energy forecasting method has combined 

ISO and ErrCor methods ISO-ErrCor based on the 

trained RBF neuronal network for the load and PV 

generation forecasting in short and long term related 

to short-term measurements of the load and PV 

generation. The used energy forecasting method is 

taken from the prediction method of solar radiation 

[18], the latest method has based on artificial 

neuronal networks and the previous short and long-

term weather information to forecast the solar 

radiations. It has used many parameters related to 

longitude, latitude, geographical features and 

temperature for its forecasting process.  

.  

 

Figure.2. ANN dynamic prediction model 
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3.3. The used short-term energy forecasting algorithms

The figure 3 presented the algorithms of energy 

forecasting used some input parameters (historical 

short-term load from electrical French company, the 

temperature and the day type. Figure.3 presents 

energy-forecasting steps with training and validation 

of the obtained model based on RBF methods used 

ANN in machine learning. If the value of predicted 

energy is positive, then forecasting algorithm will be 

validated and the MAPE will be calculated, else the 

algorithm returned to the prediction process. The 

Load forecast is performed by pre-trained ANN or 

decision tree methods. These functions have used 

ANN or bagged trees to forecast energy in short and 

long-term. 

Function Y = energy-Predict (input parameters) 

Y = energy-Predict (model, Start to final date, hour, 

temperature, isWorkingDay)) 

This function shows the predictors’ generation as a 

matrix forms. 
 
Function [input parameters] = genForecasters 

(historical-data, term, holiday) 

 [X, dates, labels] = genForecasters (historical-data, 

term, holiday) 

 

 The input parameters (data, term, holidays) are used 

to the generation of the predictor. 

 

                                       Figure.3. Energy use forecasting algorithm 

4. DISCUSSION OF THE RESULTS 

The energy forecasting techniques, use training and 

validation of the short or long term load and PV 

power production. The actual part will discuss the 

obtained outputs from the used energy forecasting 

methods. 

4.1 Energy forecasting results 

The used energy forecasting algorithms were used 

the historical load data available in « Eco-

mix website» database provided by the French 

electrical company and presented the scenarios of 

short-term historical load. The dynamic prediction 

codes were developed in Matlab, using the previous 

measurements, date type and weather information as 

input parameters to predict energy and power 

generation. 

4.1.1 The energy consumption forecasting 

demonstration 

Figure.4 follows the forecasted energy scenario, 

which presents variation at the level of energy 

consumption. The variation is related to electronic 

and domestic equipments over-use at 12 AM. The 

power drop at 5 PM. is related to the energy use 
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reduction explained by period of time (break-time, 

holidays, weekdays…). 

 

Figure 4. Day ahead load forecasting scenario

Figure.5 follows a week ahead energy forecasting 

scenario using RBFNN model and compares it to the 

real consumed power of the same time-series, we 

find that the obtained values of the forecasted energy 

are almost similar than the real power values of the 

same time-series, with 4% of MAPE and 2s for the 

time training, which are low performance parameters 

compared to other studies using other forecasting 

techniques[13][21]. 

 

Figure 5. Week ahead power forecasting scenario compared to same time-series real power   

5. CONCLUSION 

This paper has summarized the used method based 

ANN based on RBF for the energy forecasting. The 

forecasting algorithms of the dynamic prediction 

method has presented a small mean absolute error 

percentage, demonstrated the predicted energy 

accuracy versus the measured energy of the same 

time series, which is almost similar, the used method 

present a fast time training during the error 

correction. This work has as contribution the 

reduction of forecasting error and time training. This 

research paper can be opened to other research 

perspectives such as demand side management.  
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