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ABSTRACT
Document representation is one of the foundations of natural language processing. The bag-of-words (BoW)model, as the repre-
sentative of document representation models, is a method with the properties of simplicity and validity. However, the traditional
BoWmodel has the drawbacks of sparsity and lacking of latent semantic relations. In this paper, to solve these mentioned prob-
lems, we propose two tolerance rough set-based BOW models, called as TRBoW1 and TRBoW2 according to different weight
calculation methods. Different from the popular representation methods of supervision, they are unsupervised and no prior
knowledge required. Extending each document to its upper approximation with TRBoW1 or TRBoW2, the semantic relations
among documents are mined and document vectors become denser. Comparative experiments on various document represen-
tation methods for text classification on different datasets have verified optimal performance of our methods.

© 2020 The Authors. Published by Atlantis Press B.V.
This is an open access article distributed under the CC BY-NC 4.0 license (http://creativecommons.org/licenses/by-nc/4.0/).

1. INTRODUCTION

With the explosive growth of the Internet, countless text data are
accumulated constantly. In addition, unlike numerical data belong-
ing to the structured data type, document or text data are unstruc-
tured data. Unstructured data are not appropriate to be directly
applied in machine learning or deep learning algorithms. As the
basis of natural language processing (NLP) and text mining tasks,
efficient text or document representation is particularly important.
The main challenges on document representation are the ways of
transforming unstructured text data into structured data. For a
good document representation, on the one hand, it should be able
to truly reflect the content of the document, on the other hand, it
should have the ability to distinguish different documents. Addi-
tional, it has optimal performance in some NLP applications such
as text classification, information retrieval and text clustering.

The bag-of-words (BoW) model [1] is a representative document
representation method, which has been widely used in informa-
tion retrieval, text classification [2] and sentiment analysis [3]. In
the BoW model, the word order, grammar and syntax of the doc-
ument are ignored and every document is only regarded as a set of
words, or a combination of words. The emergence of each word in
the text is independent and does not depend on the appearances of
other words. The BoW model takes all the non-repetitive words of
all the documents in the dataset as basis terms. Each document is
denoted by a fixed dimension vector, the length of which is equal
to the number of the basis terms. Each component of the vector
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corresponds to the frequency of the basis word that appears in the
document. The BoW model has the virtue of briefness and effi-
ciency. However, it suffers from the defects of sparsity and lack of
latent semantic relevance. These issues have been addressed many
times in earlier research, but we are committed to solving this
problem without any prior knowledge and without supervision.
Hence, we apply tolerance rough set theory [4] to improve the tra-
ditional BoW model, and thus propose two new tolerance rough
set-basedBOWmodels, TRBoW1andTRBoW2,which can expand
the semantic space of documents. And they are unsupervised and
not need any prior knowledge.

There are many researches have been done on document represen-
tation. Among them, the BoW model is one of the most classical
method. Owing to that the BoWmodel is sparse, high-dimensional
and lack of latent semantics, some other models emerge as the
times require fromdistinctive perspectives, such as feature selection
algorithms [5–8], weight calculation algorithms [9–12] and dimen-
sionality reduction algorithms [13–18]. Text feature selection algo-
rithms contain document frequency [7], Chi square (𝜒2) [6], infor-
mation gain (IG) [5] and mutual information (MI) [8]. To mea-
sure the importance of a feature item in document representation
better, some works on feature weight calculation have presented,
including term frequency inverse document frequency (TF-IDF)
[12], entropy [10] and term frequency inverse word frequency (TF-
IWF) [9]. TF-IDF is a commonly used one [11]. In order tomine the
correlations among words and alleviate the problem of high dimen-
sionality,many scholars have developed a series of latent topicmod-
els, the earliest of which is the latent semantic analysis (LSA) model
[14]. LSA projects documents into low-dimensional latent semantic
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space by singular value decomposition (SVD) of word frequency-
document matrix [19]. Hofmann et al. established a probabilistic
latent semantic analysis (PLSA) model to solve the polysemy prob-
lem of LSA [15,16]. On the basis of PLSA, Blei et al. introduced
the Dirichlet prior distribution and proposed the Latent Dirichlet
Allocation (LDA) [13]. Some other scholars generalized the LDA
model and put forward Gaussian LDA model [20], Latent Feature
Topic Modeling (LFTM) model [21] and Topical Word Embedding
(TWE) model [22]. Although the algorithms above have been suc-
cessfully used for document representation and played the role of
dimensionality reduction, they are still unable to capture the real
semantics among words.

Methods based on neural network and deep learning arose at the
historicmoment. However,majority of them are supervised or need
prior knowledge. A sentence encoder-decodermodel was proposed
in [23], called Skip-Thought model, which learned the represen-
tation through predicting the following sentence. But it need a lot
of training. Wu et al. [24] represented documents based on phrase
embeddings by parsing, in which three Phrase2Vec methods are
constructed on the basis ofWord2Vec. To solve the problemof spar-
sity, Yao et al. [25] utilized word sematic similarity by construct-
ing a neural probabilistic language model. Gao et al. [26] proposed
the CCTSenEmbmodel by obtaining the association between adja-
cent sentences in the process of sentence prediction. The Hybrid-
WikiBoC approach was proposed to improve the performance of
BoW in [27], taking Wikipedia as the background knowledge. To
overcome the limitation of sparsity and inability to dig out seman-
tic significance behind words of the BoW model, Zhao et al. com-
bined the fuzzy system with BoW, and proposed a novel fuzzy
bag-of-words (FBoW) model [28]. FBoW model converted the
original hard mapping into fuzzy mapping, representing the com-
ponent of document representation vector as the similarity between
words and basis terms. Furthermore, the fuzzy bag-of-word clus-
ters (FBoWC) model was developed to solve the problem of high
dimension by clustering the basis terms in [28]. However, it is based
on the prior knowledge, which needs the word embedding to cap-
ture the semantic relevance.

This paper is organized as follows: The tolerance rough set model
is reviewed in Section 2. Section 3 presents our proposed tolerance
rough set-based BOW models detailedly. Section 4 demonstrates
the experimental results. The discussion and analysis of the experi-
mental results is given in section 5. In Section 6, some conclusions
are came to.

2. TOLERANCE ROUGH SET

In this section, the tolerance rough setmodel is reviewed in brief.6pt

Rough set theory, put forward by Polish scholar Pawlak in 1982
[29], is applied to process the problem of uncertainty and fuzzi-
ness. It provides both theories and technologies for researchers
in a broad variety of fields of artificial intelligence such as data
mining, machine learning and NLP. Rough set, which is based on
the equivalence relation, uses a pair of concepts, upper approxi-
mation and lower approximation, to measure the relationships of
one certain object and a set X. The relationships can be repre-
sented as belonging to, possibly belonging to and not belonging to.
For the shortcoming of traditional rough set model, on different

circumstances and needs, researchers have developed plenty of
extended rough set models, like probabilistic rough set model [30],
decision rough set model [31] and tolerance rough set model [4].
For the reason that equivalence relation contains three properties
of reflexivity, symmetry and transitivity, in which the limitation of
transitivity leads to the inapplicability in some cases, Skowron et al.
modified the original equivalence relation to tolerance relation, and
the corresponding approximation space to tolerance approximation
space [4].

A tolerance space is represented by a quadruple ℜ = (U, I, 𝜈, P)
in [32]. Considering that the structural function P has no prac-
tical meaning in the definition and has no impact on the whole
content, we simplify the quadruple to a triple ℜ = (U, I, 𝜈). In
the triple, U = {x1, x2, … , xn} is the universe of all the objects,
I ∶ U → 2U is an uncertainty function, and I(x) is a tolerance class
on x. If an object shares similar informationwith x, it belongs to I(x).
𝜈 ∶ 2U × 2U → [0, 1] is a vague inclusion. Any function having the
properties of reflexivity and symmetry can be an uncertainty func-
tion I(x), which can be explained that for any x, y ∈ U, x ∈ I(x) iff
x ∈ I(y). The vague inclusion 𝜈 has the property of monotonicity,
i.e., for any X,Y,Z ⊆ U and Y ⊆ Z, 𝜈(X,Y) ≤ 𝜈(X,Z). It measures
the degree of inclusion of sets, whether a set X contains the toler-
ance class I(x) of an object x ∈ U [32]. The upper approximation (ℜ,X) and the lower approximation (ℜ,X) of any X ⊆ U are
defined as follows:

 (ℜ,X) = {x ∈ U ∣ P(I(x)) = 1&𝜈(I(x),X) > 0}, (1)

(ℜ,X) = {x ∈ U ∣ P(I(x)) = 1&𝜈(I(x),X) = 1}. (2)

3. TOLERANCE ROUGH SET-BASED BOW
MODELS

In this section, we describe the proposed TRBoWmodels in detail.
Now we introduce the definition of the triple of tolerance rough
set in document representation. The notations in this section are
listed in Table 1, where the vectors and matrixes are written as bold
formatting.

Suppose that D = {d1, d2, … , dv} is the collection of all the
documents in the corpus, where v is the document size. W =
{w1,w2, … ,wn} denotes all the non-repetitive words in the docu-
ment corpus, also called basis terms, where n is the vocabulary size.
Take the universe as W. For any document di ∈ D, let di be the
representation vector of di, which is n-dimensional and defined as
di = [woi1,woi2, … ,woij, … ,woin], where

woij = {1 if wj ∈ di
0 otherwise.

(3)

Let cij denote the times of words wi and wj occurring in the same
document. For a positive threshold 𝜃, the uncertainty function I𝜽
projects each word into a vector as

I𝜽(wi) = [ A(ci1) A(ci2)⋯ A(cin)] , (4)

where A(cij) (1 ≤ i ≤ n, 1 ≤ j ≤ n) is defined as

A(cij) = {1 if cij ≥ 𝜃, or i = j
0 otherwise.

(5)
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Table 1 Table of notations.

Notation Description Notation Description

D The document corpus W The universe
v Document size n Basis terms size
di The vector representation of document di cij The co-occurrence times of words wi and wj
𝜃 Co-occurrence threshold I n-dimensional unit vector
ℜ The tolerance space X The document representation matrix by BoW
I𝜽(W) The uncertainty matrix of the basis terms 𝝁(W,D) The fuzzy membership matrix of the words and documents (ℜ, di) The upper approximation set of the document di (ℜ, di) The upper approximation set of the document di
U(ℜ,D) The upper approximation matrix of the documents L(ℜ,D) The lower approximation matrix of the documents
M𝟏(D) The document representation matrix by TRBoW1 M𝟐(D) The document representation matrix by TRBoW2

Then the uncertainty matrix I𝜽(W) is defined as follows:

I𝜽(W) =
⎡⎢⎢⎢
⎣

1 A(c12) ⋯ A(c1n)
A(c21) 1 ⋯ A(c2n)
⋮ ⋮ ⋮ ⋮

A(cn1) A(cn2) ⋯ 1

⎤⎥⎥⎥
⎦

. (6)

For any two documents di and dj, the vague inclusion function is
defined as

𝜈(di, dj) =
di ⋅ dj
di ⋅ I

, (7)

where I is an n-dimensional unit vector. Then we define the fuzzy
membership function 𝜇 for wj ∈ W, di ∈ D as

𝜇ij = 𝜈(I𝜽(wj
), di) =

I𝜽(wj
) ⋅ di

I𝜽(wj) ⋅ I
. (8)

And the fuzzy membership matrix of the whole corpus is repre-
sented by

𝝁(W,D) =
⎡⎢⎢⎢
⎣

𝜇11 𝜇12 ⋯ 𝜇1n
𝜇21 𝜇22 ⋯ 𝜇2n
⋮ ⋮ ⋮ ⋮
𝜇v1 𝜇v2 ⋯ 𝜇vn

⎤⎥⎥⎥
⎦

. (9)

Then the upper approximation (ℜ, di) and the lower approxima-
tion (ℜ, di) of any di ∈ D are expressed as

 (ℜ, di) = {wj ∈ W ∣ 𝜇ij > 0}, (10)

(ℜ, di) = {wj ∈ W ∣ 𝜇ij = 1}. (11)

Hence the upper approximationmatrixU(ℜ,D) and lower approx-
imation matrix L(ℜ,D) of the set of documents D are respectively
as follows:

U(ℜ,D) =
⎡⎢⎢⎢
⎣

u11 u12 ⋯ u1n
u21 u22 ⋯ u2n
⋮ ⋮ ⋮ ⋮
uv1 uv2 ⋯ uvn

⎤⎥⎥⎥
⎦

, (12)

L(ℜ,D) =
⎡⎢⎢⎢
⎣

l11 l12 ⋯ l1n
l21 l22 ⋯ l2n
⋮ ⋮ ⋮ ⋮
lv1 lv2 ⋯ lvn

⎤⎥⎥⎥
⎦

, (13)

where

uij = {1 if 𝜇ij > 0
0 otherwise, (14)

lij = {1 if 𝜇ij = 1
0 otherwise.

(15)

As for the original BoWmodel, the representationmatrix is defined
as

X =
⎡⎢⎢⎢
⎣

x11 x12 ⋯ x1n
x21 x22 ⋯ x2n
⋮ ⋮ ⋮ ⋮
xv1 xv2 ⋯ xvn

⎤⎥⎥⎥
⎦

, (16)

where xij denotes the number of occurrence times of the wordwj in
the document di.

Now, we propose two different tolerance rough set-based BOW
models, called as TRBoW1 and TRBoW2 according to different
weight calculation methods. In the TRBoW1 model we strengthen
the weights of words exactly contained in the document. Thus the
representation matrix is represented by

M𝟏(D) =
⎡⎢⎢⎢
⎣

m11 m12 ⋯ m1n
m21 m22 ⋯ m2n
⋮ ⋮ ⋮ ⋮

mv1 mv2 ⋯ mvn

⎤⎥⎥⎥
⎦

, (17)

where

mij =
⎧
⎨
⎩

xij × 𝜇ij if wj ∈ di
𝜇ij if wj ∈  (ℜ, di) ⧵ di
0 if wj ∉  (ℜ, di).

(18)

In the TRBoW2 model we take the membership matrix as the doc-
ument representation matrix directly

M𝟐(D) = 𝝁(W,D) =
⎡⎢⎢⎢
⎣

𝜇11 𝜇12 ⋯ 𝜇1n
𝜇21 𝜇22 ⋯ 𝜇2n
⋮ ⋮ ⋮ ⋮
𝜇v1 𝜇v2 ⋯ 𝜇vn

⎤⎥⎥⎥
⎦

. (19)

Algorithm 1 is the detailed procedure of the proposed methods.

Example 1. Assume that the corpus is consisted of the following
four documents.

1. It was the best of times.

2. It was the worst of times.
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Algorithm 1: Tolerance Rough Set-Based Bag-of-Words Models
Input: A set of text data includingm classes K = {k1, k2,⋯ , km} and in
total v documents D = {d1, d2,⋯ , dv} ; the class label ki of each docu-
ment di.
Parameters: The co-occurrence threshold: 𝜃; the dimensionality of vec-
tors for text representation: h.
Output: Document representation matrix:M.
1:Count the term frequencies of all the words occurring in the corpus, and
choose the most frequent l words as the basis terms;
2: Calculate the uncertainty function I𝜽(wi) of each basis term according to
(4) and get the uncertainty matrix according to (6);
3: The fuzzy membership degree 𝜇ij of each basis word in document di can
be obtained according to (8), 1 ≤ i ≤ v. And the fuzzy membership matrix
𝝁(W,D) is constructed according to 𝜇ij;
4: Acquire the upper approximation  (ℜ, di) of each document di ∈ D
according to (10). And obtain the upper approximation vector U(ℜ, di) of
each document in the text corpus;
5: if the BoWmodel is performed then
6: LetM = X, which is the document representation using the BoWmodel;
7: else if TRBoW1 model is performed then
8:Apply formula (17) and (18) to compute the representationmatrixM𝟏(D),
letM = M𝟏(D);
9: else if TRBoW2 model is performed then
10:LetM = M𝟐(D) = 𝝁(W,D), using themembership degree as theweight
directly, as shown in formula (19);
11: end
12: return M

3. It was the age of wisdom.

4. It was the age of foolishness.

The universe is the set of all the basis terms,W ={it, was, the, best,
of, times, age, worst, wisdom, foolishness} and the vocabulary size
is 10. If the BoWmodel is performed, the document representation
matrix is

X =
⎡⎢⎢⎢
⎣

1 1 1 1 1 1 0 0 0 0
1 1 1 0 1 1 0 1 0 0
1 1 1 0 1 0 1 0 1 0
1 1 1 0 1 0 1 0 0 1

⎤⎥⎥⎥
⎦

.

If the TF-IDF model is performed, the document representation
matrix is

T =
⎡⎢⎢⎢
⎣

0.32 0.32 0.32 0.61 0.32 0.48 0 0 0 0
0.32 0.32 0.32 0 0.32 0.48 0 0.61 0 0
0.32 0.32 0.32 0 0.32 0 0.48 0 0.61 0
0.32 0.32 0.32 0 0.32 0 0.48 0. 0 0.61

⎤⎥⎥⎥
⎦

.

If the TRBoW1 model is performed, setting 𝜃 = 2, we have

I𝟐(W) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 1 1 0 1 1 1 0 0 0
1 1 1 0 1 1 1 0 0 0
1 1 1 0 1 1 1 0 0 0
0 0 0 1 0 0 0 0 0 0
1 1 1 0 1 1 1 0 0 0
1 1 1 0 1 1 1 0 0 0
1 1 1 0 1 1 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Then the membership matrix is

𝝁(W,D) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

5
6
5
6
5
6 1 5

6 1 4
5 0 0 0

5
6
5
6
5
6 0 5

6 1 4
5 1 0 0

5
6
5
6
5
6 0 5

6
4
5 1 0 1 0

5
6
5
6
5
6 0 5

6
4
5 1 0 0 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

And the upper approximation matrix is

U(ℜ,D) =
⎡⎢⎢⎢
⎣

1 1 1 1 1 1 1 0 0 0
1 1 1 0 1 1 1 1 0 0
1 1 1 0 1 1 1 0 1 0
1 1 1 0 1 1 1 0 0 1

⎤⎥⎥⎥
⎦

.

So the document representation by the TRBoW1 model is

M𝟏(D) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

5
6
5
6
5
6 1 5

6 1 4
5 0 0 0

5
6
5
6
5
6 0 5

6 1 4
5 1 0 0

5
6
5
6
5
6 0 5

6
4
5 1 0 1 0

5
6
5
6
5
6 0 5

6
4
5 1 0 0 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

If the TRBoW2 model is performed, setting 𝜃 = 2, the document
representation matrix is

M𝟐(D) = 𝝁(W,D) =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

5
6
5
6
5
6 1 5

6 1 4
5 0 0 0

5
6
5
6
5
6 0 5

6 1 4
5 1 0 0

5
6
5
6
5
6 0 5

6
4
5 1 0 1 0

5
6
5
6
5
6 0 5

6
4
5 1 0 0 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

Because each basis term appears no more than once in each doc-
ument, the representation matrixes are the same by the TRBoW1
and TRBoW2model in Example 1. For the practical corpus is large
enough, a word often occursmany times in the same document, the
representation matrixes by the two models will be different.

As can be indicated from Example 1, the TF-IDF model empha-
sizes the weight of each word more than the BoW model. Besides,
by applying the rough set theory, our methods capture some latent
semantic information. For example, the first two sentences are rep-
resented by the first two rowvectors of the document representation
matrixes, respectively. We can see that X17 = 0 and T17 = 0 but
M17 = 4

5 . In other words, the membership degree of the word “age”
belonging to the first two documents is 0 in the BoW and TF-IDF
model, however the membership degree of the word “age” belong-
ing to the first two documents is 4

5 in the TRBoW1 and TRBoW2
model. Hence our models mine the meaning of “age” that may exist
in the first two documents potentially.

In the BoW model, the document representation of the first doc-
ument is expressed as (1 1 1 1 1 1 0 0 0 0); in the TRBoW1 and
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TRBoW2 model, the document representation of the first docu-
ment is expressed as ( 56

5
6

5
6 1

5
6 1

4
5 0 0 0). It can be seen that the

sparsity of BoWmodel and TF-IDF model is slightly alleviated and
the document matrixes become denser. Furthermore, if we set 𝜃 as
1, the document representation matrix of our models is

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

3
5
3
5
3
5 1 3

5 1 4
7
5
6
2
3
2
3

3
5
3
5
3
5
5
6
3
5 1 4

7 1 2
3
2
3

3
5
3
5
3
5
2
3
3
5
4
7 1 2

3 1 5
6

3
5
3
5
3
5
2
3
3
5
4
7 1 2

3
5
6 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

It is evident from the matrix above that the sparsity of BoWmodel
is improved considerably. In fact, the sparsities of document rep-
resentation matrixes in the TRBoW1 and TRBoW2 model are
depended on the value of 𝜃, that is, the larger the threshold is, the
sparser the representation matrixes are.

4. EXPERIMENTS

In this section, in order to evaluate the performance of ourmethods,
we compare our proposed models with the BoW model, TF-IDF
model and average embeddings (AEs) by conducting some popular
text classification tasks [1,12]. For better comparison, the dimen-
sion of BoW and TF-IDF is also set as 1000. AE is a neural net-
work basedmethod, which represents a document by averaging out
the word embedding of each word included in the document. The
pretrained word2vec word embeddings are used in the experiments
[33], which are 300 dimensional. The other parameter settings are
the same.

4.1. Datasets and Preprocessing

In order to verify the validity of our methods and experiments, we
will use the commonly used benchmark datasets, Reuters, BBC and
BBCsport in text classifications.

Rueters: Reuters is a dataset of news documents generated from
the Reuters news website, including 46 categories [34]. Due to the
serious imbalance of the document size of per category, we choose
the five top categories in our study, a total of 8157 documents. The
dataset is beforehand cut into training set with 6533 articles and
testing set with 1624 articles. Since we download the data from the
toolkit of Keras, and the data is represented in the form of arrays,
we firstly converted it into the form of original text.

BBC: BBC dataset is a corpus of 2225 documents containing 5 dif-
ferent categories, which is crawled from the BBC news website [35].
Business, entertainment, politics, sport and tech are respectively the
labels of each category. Since the training set and testing set have
not been given, we split the corpus into training set with 1225 doc-
uments and testing document with 1000 documents randomly.

BBCsport: BBCsport is a collection of 737 documents from the
BBCsport website including athletics, cricket, football, rugby and
tennis in total of 5 categories [35]. Since the training set and testing

set have not been given, we split the corpus into training set with
400 documents and testing set with 337 documents at random.

Table 2 shows the statistical information of the three datasets above.
As for the preprocessing of the datasets, the headers and footers
of every document have been removed. Then the punctuation and
stop words with no practical sense in the document, have also been
deleted. The stopwords list is obtained from the library sklearn [34].
In addition, we convert all the letters into lower case.

4.2. Experiment Setup

We carry out the experiments to compare our proposed TRBoW1
model and TRBoW2 model with BoW model and TF-IDF model
andAEmethod. In order to get the best result, we set the parameters
of each classifier in a reasonable range, and the program automati-
cally selects an optimal one. Since themost frequent based keyword
extractionmethod (MF)was verified to bemore efficient than other
keywords extraction methods, such as term frequency inverse sen-
tence frequency (TF-ISF) and co-occurrence statistical information
(CSI) [36], we set the most 1000 frequent words in the corpus as
the basis terms in all the experiments. Therefore, the representation
vectors in this paper are set as 1000 dimensional.

After learning the document representation, the following four dif-
ferent popular machine learning classifiers are applied for classifi-
cation tasks:

Support vector machine (SVM): In the SVM theory [37], a linear
and a nonlinear kernel can be chose to classify linear data and non-
linear data, respectively. We use the linear one, which is called as
linear SVM. We set the parameter C as {0.1, 1, 10} and the param-
eter gamma as {0.001, 0.01, 0.1, 1, 10, 100, 1000} additionally. Out-
comes of the SVM classifier are chose the optimal one from these
different parameters by the system.

K-nearest neighbor (KNN): In the KNN algorithm [38], one certain
document belongs to the category that the most of the nearest k
documents belong to. We search the best parameter K from 2 to 12.

Random forest (RF): RF algorithms [39] are a set of classification
and regression trees derived from the guided samples of training
data. The connection among trees and the efficiency of a single
tree influence generation error of the classifiers. The depth of RF is
searched from 6 to 12.

Ridge regression (RR): RR algorithm [40] is a nonlinear partial esti-
mationmethod. And it is a biased estimator regressionmethod spe-
cially used in the analysis of collinear data.

The other hyper-parameters are set as the default values of the sys-
tem. To make a comprehensive comparison of the performance of
our proposed TRBoW1 and TRBoW2 model for document rep-
resentation, we use the five-fold cross validation in all the experi-
ments to obtain the best result of every single experiment.

Table 2 Statistical information of the three datasets.

Statistics Reuters BBC BBCsport

Document number 8157 2225 737
Class number 5 5 5
Training/Testing splits 6533/1624 1225/1000 400/337
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4.3. Evaluation Metrics

In this section, we exploit precision rate, recall rate and F-measure
to measure the performance of text classification.

Precision rate refers to the proportion of the number of texts to the
total number of texts correctly classified by the classifier, which is
defined as

pr = a
a + b

× 100%, (20)

where a denotes the number of texts that correctly classified into a
category, and bmeans the number of texts that incorrectly classified
into a category.

Recall rate refers to the proportion of the number of correct texts
classified to all documents of the category, which is defined as

re = a
a + c × 100%, (21)

where c represents the quantity of texts that incorrectly excluded
from a category.

Precision rate and recall rate are contradictory measures. In gen-
eral, the improvement of precision rate will lead to the depression of
recall rate, and vice versa. So F_measure, harmonic mean of preci-
sion and recall, is proposed tomake the comprehensive assessment,
given as

F_measure = 2 × pr × re
pr + re . (22)

4.4. Experimental Results

The experimental results are illustrated in this subsection. The
experimental results of precision, recall rate and F_measure of doc-
ument categorization on the BBCsport dataset obtained by the orig-
inal BoW model, TF-IDF model, AE method and the proposed
TRBoW1 and TRBoW2 are respectively described in Tables 3–5.
Table 6 describes the classification precision of the four methods
and four classifiers on the BBC dataset. Table 7 shows the recall and
Table 8 shows the F_measure. Tables 9–11 present the study results
on the dataset of Reuters. They are individually the precision, recall
and F_measure.

Table 3 Precision (%) of four methods on the BBCsport dataset.

BoW TF-IDF AE TRBoW1 TRBoW2

KNN 78.64 86.65 92.56 92.58 92.58
RR 96.44 96.71 97.02 97.33 97.63
RF 94.96 93.18 89.91 95.85 95.25
SVM 97.63 97.33 96.44 98.22 97.63

Table 4 Recall (%) of four methods on the BBCsport dataset.

BoW TF-IDF AE TRBoW1 TRBoW2

KNN 80.16 86.84 93.65 93.59 94.04
RR 96.70 96.66 97.20 97.70 98.07
RF 95.28 95.18 90.33 96.34 95.60
SVM 97.79 96.37 97.51 98.37 98.18

5. DISCUSSIONS

In this section, we discuss the precision rate, recall rate and
F-measure of the BoWmodel, TF-IDF model, AE method and our
proposed TRBoW1model and TRBoW2 for document representa-
tions on document categorization tasks by utilizing the KNN, RF,
SVM and RR classifier on the BBCsport, BBC and Reuters corpus.

Table 5 F_measure (%) of four methods on the BBCsport dataset.

BoW TF-IDF AE TRBoW1 TRBoW2

KNN 79.37 87.03 93.11 93.08 93.31
RR 96.57 96.68 97.11 97.52 97.85
RF 95.56 95.56 90.12 96.09 95.72
SVM 97.71 96.85 96.97 98.30 97.90

Table 6 Precision (%) of four methods on the BBC dataset.

BoW TF-IDF AE TRBoW1 TRBoW2

KNN 69.30 69.60 94.70 91.80 94.10
RR 94.00 88.60 95.60 95.20 95.80
RF 91.40 92.10 94.20 93.80 94.40
SVM 94.20 94.80 96.40 96.10 95.30

Table 7 Recall (%) of four methods on the BBC dataset.

BoW TF-IDF AE TRBoW1 TRBoW2
KNN 66.66 66.82 92.64 90.98 93.66
RR 93.65 87.85 95.49 94.90 95.54
RF 91.43 91.47 93.87 94.08 93.96
SVM 93.82 94.40 96.22 95.85 95.34

Table 8 F_measure(%) of four methods on the BBC dataset.

BoW TF-IDF AE TRBoW1 TRBoW2

KNN 67.96 68.18 93.66 91.39 93.88
RR 93.82 88.22 95.55 95.05 95.67
RF 91.76 91.78 94.03 93.54 94.18
SVM 94.01 94.60 96.31 95.47 95.16

Table 9 Precision (%) of four methods on the Reuters dataset.

BoW TF-IDF AE TRBoW1 TRBoW2

KNN 74.97 68.84 76.97 80.36 79.43
RR 86.51 86.58 86.45 86.02 87.99
RF 79.06 79.56 74.88 87.07 86.15
SVM 88.18 90.21 86.45 89.10 88.55

Table 10 Recall (%) of four methods on the Reuters dataset.

BoW TF-IDF AE TRBoW1 TRBoW2

KNN 63.97 54.77 67.28 70.38 67.36
RR 78.15 80.06 76.07 77.78 81.92
RF 63.76 63.85 48.39 79.24 78.24
SVM 81.88 84.48 78.67 84.66 83.62

Table 11 F_measure (%) of four methods on the Reuters dataset.

BoW TF-IDF AE TRBoW1 TRBoW2

KNN 69.02 61.01 71.80 75.04 72.90
RR 82.12 83.19 80.93 81.69 84.85
RF 70.59 70.84 58.78 82.97 82
SVM 84.91 87.25 82.38 86.82 86.01
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5.1. Performance on the BBCsport Dataset

As can be observed in all the tables of BBCsport dataset, in the
comparison of these methods, the optimal results are labeled with
bold fonts. And for the TRBoW1 and TRBoW2 method, the tables
present the optimal results for the parameter 𝜃 from 4 to 20. For
the reason that TF-IDF model takes the importance degree of each
word in the documents into consideration, it has better perfor-
mance compared to theBoWmodel, as shown in the tables. Accord-
ing to these tables, TRBoW1model and TRBoW2model both have
better performance than BoW, TF-IDF and AE in all the four clas-
sifiers. Remarkably, the precision rate has increased by 13.94%,
the recall rate has increased by 13.88%, and the precision rate has
increased by 13.94% by using KNN. As a whole, the TRBoW1
model results in a greater performance when using RF and SVM as
the classifier, and the TRBoW2 model results in a greater perfor-
mance when using KNN and RR as the classifier.

5.2. Performance on the BBC Dataset

Data emerged in Tables 6–8 are searched the best results, when
parameter 𝜃 ranges from 8 to 18. Compared with BoW, TF-IDF
andAE, ourmethods achieves 96.10% in precision, 95.85% in recall
and 95.67% in F_measure, especially the precision rate of TRBoW2
has increased by 24.91% than the BoW model, having significant
improvements. It can be seen that our methods have capturedmore
latent semantics than the BoWmethod.

5.3. Performance on the Reuters Dataset

Data in Tables 9–11 display that the TRBoW1 model outperforms
the other models by the KNN, RF and SVM classifiers, and the
TRBoW2 model outperforms the other models by the RR classi-
fier. Because the theory of each classifier is different, it is acceptable
that the experimental results of different classifiers are a little vari-
ous. On account that we do not employ all the data of Reuters, the
advantage of semantic mining may be not fully displayed. So com-
pared with other datasets, performances of Reuters dataset do not
have a more remarkable increment.

5.4. Co-occurrence Degree Threshold Value

In the tolerance rough setmodel, the co-occurrence threshold value
𝜃 determines the tolerance space. Hence the selection of the param-
eter 𝜃 has a tremendous impact on the performance of document
representation. When the value of 𝜃 is too high, the upper approx-
imation space may be too small, which will lead to the insufficient
exploiting of potential relations behind documents. In the contrary,
when the value of 𝜃 is too low, the upper approximation space may
be too large, which will increase redundancy and noisy information
among documents. Generally speaking, the selection of the value of
𝜃 relies on the corpus size and the vocabulary size. The larger the
sizes, the higher the value is.

Figures 1 and 2 display the impacts of the value of 𝜃 on the pre-
cision and F_measure, which are the experimental results of our
TRBoW1 and TRBoW2model using the classifiers aforementioned
on the BBCsport corpus in our study. The x label value of 𝜃 ranges

from 4 to 16. Similarly, the influence on the BBC corpus are illus-
trated in Figures 3 and 4. The x label value of 𝜃 ranges from 8 to 18.
As indicated in these figures, it is apparent that in majority cases,
the trend of the curves generally satisfies the regular inferred above.
On account that results predicted by RF have some randomness, it
is explainable when some points are not satisfactory.

6. CONCLUSION

In this paper, we have proposed two novel document representa-
tion learning models, TRBoW1model and TRBoW2model, which
adopt the tolerance rough setmodel to improve the traditional BoW
model. The proposed TRBoW1model and TRBoW2model extend
each document to its upper approximation. The extended upper
approximation canmine the latent semantic relations behind docu-
ments, which solves the problems of lacking of latent semantics and

Figure 1 Precision using different classifiers with different threshold
value 𝜃.

Figure 2 F_measure using different classifiers with different threshold
value 𝜃.
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Figure 3 Precision using different classifiers with different threshold
value 𝜃.

Figure 4 F_measure using different classifiers with different threshold
value 𝜃.

the sparsity of the original BoW model. They can learn the docu-
ment representation without any training or prior knowledge. The
experiments have carried out on various document representation
methods for text classification on different datasets using classifiers
including KNN, RR, RF and SVM. The results of the experiments
indicate that the performances have been improved remarkably and
allow us to obtain the following conclusions: the highest F_measure
of BBCsport is up to 98.30%; the proposed representation methods
enrich the representation of BoW, making the improvement in per-
formance up to 27%.

Except for text categorization tasks, the TRBoW1 and TRBoW2
model can be applied in other domains such as information
retrieval and document clustering, which will be further studied in
the future. Besides, we apply it in the sentence similarity calculation
on the basis of this work.
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