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Abstract—With the advancement of air transport industry, 
airline travelling is becoming increasingly prevalent in recent 
years. Flight delay, however, has been a headache and costly issue 
for both air companies and travelers, leading to inconvenience in 
our daily life. We can't help asking: what's the major cause for 
flight delay? In this paper, visualization and multiple linear 
regression are implemented based on Chinese flight data. 
Temperature, previous delay rate, month and weekday are 
figured out as influential factors. Further improvements are 
made by extracting variables to explore the optimal regression 
mathematical model. Then, machine learning algorithms are 
introduced to make future predictions. 

Keywords—flight delay; multiple linear regression; modeling, 
prediction; machine learning 

I. INTRODUCTION 

During the past decades, great changes have taken place in 
modern transportation system. As one of the “New Four 
Inventions”, airplane plays an indispensable role in our daily 
life. Along with the air transportation boom, however, is the 
potential problem that need to be addressed and eventually 
solved, that is, flight delay. 

It is reported that the domestic flights in China arrive 21 
minutes late on average. In fact, multiple factors may 
contribute to large scale flight delay, including typhoon, haze, 
air traffic control, aircraft maintenance, mechanical failure, etc. 
Therefore, we want to take a deeper look to find out the major 
causes for flight delay and predict one airline’s delay according 
to its historical data, which can benefit our decisions when 
booking flight tickets and selecting transportation in the future. 

II. OBJECTIVE 

In this research, a number of causes to flight delays are first 
investigated and explored based on historical flight delay data 
published by Chinese Air Traffic Control Authority. First, we 
process the original data to identify the most effective variables 
and disregard irrelevant ones. Then, we used Python and 
statistical software program to analyze data, conduct 
descriptive statistical analysis, and visualize the analysis results 
in order to understand the result data better. For example, 
visualized figures about the delay frequency of Chinese airlines 
are generated. We then developed multiple linear regression 
model in SAS to analyze the significance of influential factors 
or variables, such as, temperature, previous delay rate, month 
and weekday. Based on preliminary analysis results in SAS, we 
improved previous analysis method and model by extracting 

and filtering independent variables and generated an optimal 
regression model. Then, machine learning algorithm with main 
focuses on future prediction and implementation of model[1]. 

III. DATA COLLECTION 

Our data is composed of four different raw datasets, which 
are flight, airport location, city weather, and airport’s special 
situation. 

Flight: We found flight data from Ctrip's website at 
https://yunhai.ctrip.com/Games/11. The data contains more 
than 7,000,000 historical flights within two year of period from 
May, 2015 to May, 2017, including IATA Code of Departure 
Airport, IATA Code of Departure Airport, Flight Number, 
Scheduled Departure Time, Scheduled Arrival Time, Actual 
Departure Time, Actual Arrival Time, Plane's Number, and 
Where the flight is canceled. 

Airport Location: We found data from Baidu Wenku 
https://wenku.baidu.com/view/594036ac04a1b0717fd5 
ddfa.html. This data includes the IATA codes and the cities of 
all the airports in China. 

Weather: We found this data from the web of National 
Meteorological Information Center: 
http://data.cma.cn/data/cdcindex/cid/ 
69be9dbf72605049.html. The data includes the weather table 
of historical cities within two year of period from May, 2015 
to May, 2017, including cities, weather, the highest 
temperature, the lowest temperature and the date. 

Airport's Name: As the airport information in our flight 
data is represented by IATA code, so we used the information 
of airport's code and Chinese name from Baidu Baike: 
https://baike.baidu.com/item/%E4%BA% 8C%E5% 
AD%97%E7%A0%81/8016030?fr=Aladdin 

IV. EXPLORATORY DATA ANALYSIS 

To better understand the analysis results, we first used 
Python to visualize our data analysis results by airport, airline, 
and dates in order to get a picture for better understanding of 
those results.  

A. By Airline Company 

We grouped the flight data by airline and used statistic 
analysis result, averages to demonstrate each airline’s average 
delay time during the two year of period. 
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As we can see that the average delay time among those 

companies are quite different, Shanghai Airlines has the longest 
average delay time, 41minutes. 

In order to see the performance of different companies 
better, for each airline we calculated frequencies of average 
delay time in 4 categories, which are not delay, delay within 1 
hour, delay from 1 hour to 2 hours, delay from 2 hours to 3 
hours and delay more than 3 hours. Then we draw pie charts to 
show each group’s rate like this: 

 

 
As we find that it is common that among all the airlines we 

studied, more than 80% of the flight will delay and around 70% 
of the flight will delay within 1 hour, so we can conclude that 
most of flights will likely be delayed within 1 hour. 

 

B. By Travel Date 

It is always interesting to find out if there exists any pattern 
from other factors, such as certain date (the days around 
holiday). Hence, we also process some data to reveal the delay 
pattern by date. 

We are interested to discover which month is the busiest 
month in an entire year. We assume the busiest month is in 
winter or summer because there is more demand for flights 
from vacationers during the period of time in these periods and 
generated graph confirms that summer is the busiest month. 

 
As you can see, vacation times are indeed busier than other 

time. The red area, which represents not delay, is smaller 
between June and August, while the purple area, which 
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represents delay between 1hour and 2 hours area is larger. 
Therefore, we think that it’s important to add the factor of time 
into our prediction model. 

C. By Airport 

Different airports perform differently, due to different sizes, 
flight numbers and so on. In this part, we want to see which 
airports perform well and which airports perform bad. 
Therefore, we calculate the average delay time of different 
airport and draw them into a bar graph. The longest Average 
delay time is about 175 minutes. 

 

V. MULTIPLE LINEAR REGRESSION WITH SAS 

In the previous part, we find that the average delay time of 
different companies, different airport, different airlines are 
greatly different, so we think the previous average delay time 
have great relationship with the delay time we want to predict. 
Therefore, in this part, we use multiple linear regression on 
SAS based on the independent variables of Average Delay 
Time of airlines, Average Delay Time of air companies, 
Average Delay Time of airports, and the dependent variable is 
Delay Time, 

A. Model Construction 

1) Linear Regression Models 
In order to relate the response variable y to the predictor 

variables ݔଵ, ,ଶݔ … , ௞ݔ , linear regression model can be used. 
The general form of the model is: 

y ൌ ଴ߚ ൅ ଵݔଵߚ ൅ ଶݔଶߚ ൅ ⋯൅ ௞ݔ௞ߚ ൅ ߝ , where 
ε~ܰሺ0,  .ଶ is a constantߙ ଶሻ, andߙ

If ݔଵ ൌ ,ݔ ଶݔ ൌ ,ଶݔ ଷݔ ൌ ,ଷݔ … , ௞ݔ ൌ ௞ݔ , then the model 
will be y ൌ ଴ߚ ൅ ݔଵߚ ൅ ଶݔଶߚ ൅ ⋯൅ ௞ݔ௞ߚ ൅  It is called a .ߝ
polynomial regression model which is relating the response 
variable y to a single predictor variable x. 

Actually, if we want to relate the response variable y to 
more than one predictor variable, there are many different 
models. For example, the predictor variables are ݔଵ and ݔଶ : 

	y ൌ ଴ߚ ൅ ଵݔଵߚ ൅ ଶݔଶߚ ൅ ߝ

									y ൌ ଴ߚ ൅ ଵݔଵߚ ൅ ଵଶݔଶߚ ൅ ଶݔଷߚ ൅ ଶଶݔସߚ ൅ ଶݔହߚ
ଷ ൅ ߝ

	y ൌ ଴ߚ ൅ ଵݔଵߚ ൅ ଶݔଶߚ ൅ ଶݔଵݔଷߚ ൅ ߝ

and so on.  

In the model y ൌ ଴ߚ ൅ ଵݔଵߚ ൅ ଶݔଶߚ ൅ ଶݔଵݔଷߚ ൅ ߝ , we 
can notice that there is a cross-product term ߚଷݔଵݔଶ , which 
means that if ݔଶ is held fixed, the change in E(y) for a 1-unit 
change in ݔଵ  is dependent on the value of ݔଶ . Because of 
this,	ݔଵ and ݔଶ are said to interact, and this model is called an 
interaction model. 

2) Construct the Original Model 
Initially, due to the three variables: the average delay time 

of airline company (x1), the average delay time of airline (x2), 
the average delay time of airport (x3), we can assume the model 
is:

 

y ൌ ଴ߚ ൅ ଵݔଵߚ ൅ ଶݔଶߚ ൅ ଷݔଷߚ ൅ ଶݔଵݔସߚ
൅ ଷݔଵݔହߚ ൅ ଷݔଶݔ଺ߚ ൅ ଵଶݔ଻ߚ ൅ ଶଶݔ଼ߚ
൅ ଷଶݔଽߚ ൅ ߝ

Then, it is necessary to conduct a test for the linear 
regression model at the 0.05 level of significance. 

Test ܪ଴: ଵߚ ൌ ଶߚ ൌ ⋯ ൌ ଽߚ ൌ 0  against 
:ଵܪ			  ݋ݎ݁ݖ݊݋݊	ݏ݅	௜ߚ	݂݋	݁݊݋	ݐݏ݈ܽ݁	ݐܽ

 
From the ANOVA table, we can see that p-value<0.0001. 

Therefore, ܪ଴ is rejected at the 0.05 level of significance and 
we can conclude that the model makes sense to some degree. 

 

B. Model Improvement 

1) Comparing two Nested Models 
If a model contains all terms of the other model and at least 

one additional term, we can say that the two models are nested. 

Consider two nested models as follows: 

Completed model: y ൌ ଴ߚ ൅ ଵݔଵߚ ൅ ଶݔଶߚ ൅ ⋯൅
௣ݔ௣ߚ ൅ ௣ାଵݔ௣ାଵߚ ൅ ⋯൅ ௞ݔ௞ߚ ൅  ߝ

Reduced model: y ൌ ଴ߚ ൅ ଵݔଵߚ ൅ ଶݔଶߚ ൅⋯൅ ௣ݔ௣ߚ ൅  ߝ
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We definitely want to choose the more appropriate model 
to describe the dataset. To be more specific, it is equivalent to 
test ܪ଴: ௣ାଵߚ ൌ ⋯ ൌ ௞ߚ ൌ 0  against 
:ଵܪ …,௣ାଵߚ	݂݋	݁݊݋	ݐݏ݈ܽ݁	ݐܽ ,  .݋ݎ݁ݖ݊݋݊	ݏ݅	௞ߚ

Obviously, under ܪ଴ , the complete model becomes the 
reduced model with fewer parameters, which means that the 
reduced model is more parsimonious. When the two competing 
models have essentially the same predictive power, we should 
definitely choose the more parsimonious of the two. Then we 
use ܵܵܧ஼ and ܵܵܧோ to denote the residual sums of squares 
for the complete model and the reduced model respectively. 
The difference between them is called the drop in the 
unexplained variation attributable to the predictor variables 
…,௣ାଵݔ ,  :௞. Therefore, we obtain the ratioݔ

F ൌ
஽/ሺ݇ܧܵܵ െ ሻ݌

஼/ሾ݊ܧܵܵ െ ሺ݇ ൅ 1ሻሿ


which is called the partial F statistic, and ܪ଴ is rejected at the 
α  level of significance if ܨ ൐ ఈሺ݇ܨ െ ,݌ ݊ െ ݇ െ 1ሻ	or	p െ
value ൏  .ߙ	

2) Construct the Reduced Model 
We can get the SAS result like this (part of the picture): 

 
Since the p-value of x1 (the average delay time of 

aircompany) is 0.0705, therefore the effects of x1 is not 
significant. 

Since the p-value of x2 (the average delay time of airline) 
is less than 0.0001, therefore the effects of x2 is significant. 

Since the p-value of x3 (the average delay time of airport) 
is 0.9622, therefore the effects of x3 is not significant. 

Since the p-value of x1x2 (x1*x2) is less than 0.0001, 
therefore the effects of x1x2 is significant. 

Since the p-value of x1x3 (x1*x3) is 0.4223, therefore the 
effects of x1x3 is not significant. 

Since the p-value of x2x3 (x2*x3) is less than 0.0001, 
therefore the effects of x2x3 is significant. 

Since the p-value of x12 (x1*x1) is 0.0626, therefore the 
effects of x1 is not significant. 

Since the p-value of x22 (x2*x2) is less than 0.0001, 
therefore the effects of x22 is significant. 

Since the p-value of x32 (x3*x3) is 0.8184, therefore the 
effects of x32 is not significant. 

Therefore, x2, x1x2, x2x3, x22 affect the delay time more. 

Thus, we assume the reduced model is: 
y ൌ ଴ߚ ൅ ଶݔଵߚ ൅ ଶݔଵݔଶߚ ൅ ଷݔଶݔଷߚ ൅ ଶଶݔସߚ ൅  ߝ

3) Model Improvement Validation 
The two models are as follows: 

Complete model: y ൌ ଴ߚ ൅ ଵݔଵߚ ൅ ଶݔଶߚ ൅ ଷݔଷߚ ൅
ଶݔଵݔସߚ ൅ ଷݔଵݔହߚ ൅ ଷݔଶݔ଺ߚ ൅ ଵଶݔ଻ߚ ൅ ଶݔ଼ߚ

ଶ ൅ ଷݔଽߚ
ଶ ൅  ߝ

Reduced model: y ൌ ଴ߚ ൅ ଶݔଵߚ ൅ ଶݔଵݔଶߚ ൅ ଷݔଶݔଷߚ ൅
ଶݔସߚ

ଶ ൅  ߝ

It is equivalent to test ܪ଴: ହߚ ൌ ଺ߚ ൌ ⋯ ൌ ଽߚ ൌ 0 against 
:ଵܪ ,ହߚ	݄ݐ݋ܾ	ݐ݋݊ ,଺ߚ ,଻ߚ  .݋ݎ݁ݖ	݁ݎܽ	ଽߚ	݀݊ܽ	଼ߚ

 

 
From the SAS printouts for the complete model and the 

reduced model, we can see that  

஼ܧܵܵ ൌ 34225850 and ܵܵܧோ ൌ 34249231. Thus, 

F ൌ

஽ܧܵܵ
݇ െ ݌
஼ܧܵܵ

ሾ݊ െ ሺ݇ ൅ 1ሻሿ

ൌ

34249231 െ 34225850
9 െ 4

34225850
10000 െ 10

ൌ 1.3649

												൏ 2.21 ൌ ଴.଴ହሺ5,10000ሻܨ

								or		 ൏ 3.02 ൌ ଴.଴ଵሺ5,10000ሻܨ

Hence, ܪ଴ is not rejected at the 0.05 level of significance 
and we conclude that the reduced model is appropriate (the 
quadratic terms should not be retained in the model). 

C. Parameter Estimation 

1) Theory 
The parameter of the linear regression model can be written 

in the vector form: ߚᇱ ൌ ,଴ߚൣ ,ଵߚ ,ଶߚ … ,  ௣൧, and the datasetߚ
൛൫ݔ௝ଵ, ,௝ଶݔ … , ;௝௣ݔ ,௝൯ݕ ݆ ൌ 1,2,… , ݊ൟ  can be organized into 
two matrices: 

Y ൌ ൦

ଵݕ
ଶݕ
⋮
௡ݕ

൪ , ܺ ൌ ൦

1 ଵଵݔ ଵଶݔ ⋯ ଵ௣ݔ
1 ଶଵݔ ଶଶݔ ⋯ ଶ௣ݔ
⋮
1

⋮
௡ଵݔ

⋮
௡ଶݔ

⋱
⋯

⋮
௡௣ݔ

൪ 
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Therefore, the general linear regression model can also be 
written in the form Y ൌ Xβ ൅ ε, where ε is a column vector. 

The least squares estimator vector ܾᇱ ൌ ൣܾ଴, ܾଵ, ܾଶ, … , ܾ௣൧ 
for the parameter ߚ  is the minimizer of the quadratic loss 
function (SSE): 

										L൫ܾ଴, ܾଵ, ܾଶ, … , ܾ௣൯ ≔ ܧܵܵ

ൌ෍ቀݕ௜

௡

௜ୀଵ

െ ൫ܾ଴ ൅ ܾଵݔ௜ଵ ൅ ܾଶݔ௜ଶ ൅ ⋯൅ ܾ௣ݔ௜௣൯ቁ
ଶ
 

							ൌ ሺܻ െ ܾܺሻᇱሺܻ െ ܾܺሻ ൌ ܾᇱሺܺ′ܺሻെ2ܾᇱܺ′ܻ ൅ ܻ′ܻ 
The solution of SSE should satisfy the first order optimality 

condition: 
డ௅

డ௕೔
ൌ 0, ݅	݈݈ܽ	ݎ݋݂ ൌ 0,1,… ,  ݌

Through this, we can obtain the linear equations ሺܺᇱܺሻb ൌ
ܺᇱܻ. Assume that the matrix X is full column rank, which is 
true in most cases for n ≫ p ൅ 1. Then, we can learn that: 

(1) The least squares estimator vector is determined 
by b ൌ ሺܺᇱܺሻିଵܺᇱܻ 

(2) The optimal values of L(SSE) is equal to 
bᇱሺܺᇱܺሻܾ െ 2ܾᇱܺᇱܻ ൅ ܻᇱܻ ൌ െܾᇱܺᇱܻ ൅ ܻᇱܻ . 
Due to this, the parameter ߪଶ  estimated by 

ଶݏ ൌ
ௌௌா

௡ିሺ௣ାଵሻ
ൌ

௒ᇲ௒ି௕ᇲ௑ᇲ௒

௡ିሺ௣ାଵሻ
 

(3) Because EሺYሻ ൌ Xβ, VሺYሻ ൌ I , so Vሺbሻ ൌ
ሺܺᇱܺሻିଵܺᇱܸሺܻሻܺሺܺᇱܺሻିଵ ൌ
ଶሺܺᇱܺሻିଵܺᇱܺሺܺᇱܺሻିଵߪ ൌ   .ଶሺܺᇱܺሻିଵߪ
Therefore, b~ܰ௣ାଵሺߚ,  .ଶሺܺᇱܺሻିଵሻߪ

2) Application 
From the coefficients table, We obtain the following 

estimated regression equation for the linear regression model: 

ොݕ ൌ 2.38237 ൅ ଶݔ0.95106 െ ଶݔଵݔ0.00122
െ ଷݔଶݔ0.00002787 ൅ ଶଶݔ0.00002944

3) Multiple Coefficient 
1. The multiple coefficient of determination ܴଶ  is 

defined as ܴଶ ൌ ௌௌோ

ௌௌ்
ൌ 1 െ ௌௌா

ௌௌ்
 , where ܵܵܶ ൌ

∑ ሺݕ௜ െ തሻଶ௡ݕ
௜ୀଵ ൌ ܻᇱܻ െ തଶݕ݊ , ܴܵܵ ൌ ∑ ሺݕො௜ െ

௡
௜ୀଵ

തሻଶݕ ൌ ܾ′ܺᇱܻ െ തଶݕ݊ ܧܵܵ , ൌ ∑ ሺݕ௜ െ ො௜ሻଶݕ
௡
௜ୀଵ ൌ

ܻᇱܻ െ ܾ′ܺ′ܻ . It represents the proportion of the 
total variation in y that can be explained by 
,ଵݔ ,ଶݔ … , ௣ݔ  through the multiple regression 

model. At the same time, the value R ൌ √ܴଶ  is 
called the multiple correlation coefficient. 

2. To test ܪ଴: ଵߚ ൌ ଶߚ ൌ ⋯ ൌ ௣ߚ ൌ 0  against 
:ଵܪ  ݋ݎ݁ݖ݊݋݊	ݏ݅	௜ߚ	݂݋	݁݊݋	ݐݏ݈ܽ݁	ݐܽ

Test statistic: ൌ ௌௌோ/௣

ௌௌா/ሺ௡ି௣ିଵሻ
 , and ܪ଴ is rejected 

at the α level of significance if ܨ ൐ ,݌ఈሺܨ ݊ െ ݌ െ
1ሻ	or	p െ value ൏  .ߙ	

4) Results 

 
Since ܴଶ ൌ 0.0717 , about 7.17% of the variation in y 

(delay time) can be explained by x2, x1*x2, x2*x3 and x2*x2 
through the estimated equation. Unfortunately, the result is not 
very well. 

VI. DELAY CLASSFICATION PREDICTION BASED ON 

MACHINE LEARNING WITH PYTHON 

After the first try, we found that the ܴ , of our multiple linear 
regression model is very small, which means it’s not a good 
model for use. We think it’s because that the specific delay time 
is so complicated that we can’t just use the previous average 
delay time to predict. It is greatly influenced by the random 
situation, even the emotion of the captain. 

Therefore, in this part, we changed our object to predict 
whether the flight will delay more than 1 hour, which is a 
classification prediction problem. Also, we explored more on 
our data and use the information of weather and airport’s 
special situation. And to realize these purposes, we use the tool 
of Python. 

A. Feature Engineering 

We created those variables using python as our dependent 
variables 

 
While our independent variable is also a boolean variable 

which means whether the flight delay more than one hour. 

Variable     Type Meaning 

Delay1h Boolean Whether the flight delay more than 1 h 

We can see the variables’ correlations first: 

 Whether 
Change

Whether 
Rain 

Whether 
Snow 

AVG 
Rate 

y 

Whether Change 1.00 0.36 0.10 0.00 0.02

Whether Rain 0.36 1.00 (0.06) 0.03 0.08

Whether Snow 0.10 (0.06) 1.00 (0.01) 0.01

AVG Rate 0.00 0.03 (0.01) 1.00 0.27

y 0.02 0.08 0.01 0.27 1.00
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B. Methods 

1) Logistic Regression 
The logistic regression can be understood simply as finding 

the β parameters that best fit: 

y ൌ ቄ1				ߚ଴ ൅ ݔଵߚ ൅ ߝ ൐ 0
																									݁ݏ݈݁				0



where ߝ  is an error distributed by the standard logistic 
distribution. (If the standard normal distribution is used instead, 
it is a profit model.) [4]. 

 
2) K-Nearest Neighborhood 

The k-nearest neighbor algorithm (k-NN) is a non-
parametric method used for classification and regression. In 
both cases, the input consists of the k closest training examples 
in the feature space[2]. The output depends on whether k-NN 
is used for classification or regression: 

In k-NN classification, the output is a class membership. 
An object is classified by a majority vote of its neighbors, with 
the object being assigned to the class most common among its 
k nearest neighbors (k is a positive integer, typically small). If 
k = 1, then the object is simply assigned to the class of that 
single nearest neighbor. 

In k-NN regression, the output is the property value for the 
object. This value is the average of the values of its k nearest 
neighbors. The best choice of K depends on the data; Generally, 
a larger K value reduces the impact of noise on classification 
but makes the boundaries between classes less obvious. K can 
be selected by various heuristic techniques (see 
hyperparametric optimization). The special case of predicting 
the closest class of training samples (i.e., when k = 1) is called 
the nearest neighbor algorithm[2].  

In our case, we changed our objective from predicting the 
delay time to predict whether it could delay more than one hour, 
so we use KNN to perform a classification model and based on 
the accuracy, the optimal number of neighbors is 23 with 83.8%. 

 

 

3) Decision Tree 
The decision tree can be linearized into decision rules, 

where the outcome is the contents of the leaf node, and the 
conditions along the path form a conjunction in the if clause. In 
general, the rules have the form[3]: 

if condition1 and condition2 and condition3 

then outcome. 

Decision rules can be generated by constructing association 
rules with the target variable on the right. They can also denote 
temporal or causal relations. 

 
4) Results 

Except for those 3 methods above, we also use some 
machine learning packages in the sklearn package of Python. 
After running, we get seven confusion matrix and calculate the 
accuracy: 

 
As shown above, the highest accuracy of our model is 

84.5%, which is much better than our previous work. 

VII. FUTURE WORK 

In this research, we selected our 4 raw data sets for 2 year 
period of time from 4 different reliable sources, Ctrip(a Chinese 
travel product website), Baidu Baike, National Meteorological 
Information Center and Baidu Wenku separately. In the future, 
we plan to select more data other sources in order to improve 
the accuracy of our mathematical model and results. 

Also, in the sixth parts, we use three machine learning 
models and four other models which are included in the sklearn 
packages of Python. And we plan to change the parameters in 
each model in order to discover the best results. 

VIII. CONCLUSION 

In this paper, we try different methods to reveal the patterns 
of flight delay by using a number of mathematical and 
statistical tools to analyze historical data from 4 reliable sources. 
Since visualization is a good tool to help us better understand 
our analysis and results and to further reveal real cause and 
patterns. In addition to simple statistical analysis method and 
tools, multiple linear regression is used in analysis before 
machine learning methods are used to better predict a 
classification problem. At last, we found that classification 
prediction performs much better than the specific number 
prediction, and we think this may be caused by huge random 

Positive Negative 

Positive 27573 266 

Negative 4870 291 

Positive Negative 

Positive 27516 323 

Negative 4879 282 

Positive Negative 

Positive 25946 1893 

Negative 4488 673 

Models Accuracy

Gradient Boosting 0.845061

Logistic Model 0.844364

K-Near Neighbors 0.842364

Gausian NB 0.833909

Support Vector Machine 0.830939

Decision Tree Classifier 0.806636

Random Forest Classifier 0.799242
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factors. Besides our research have discovered certain findings 
and patterns, we also believe future work is necessary and 
should focus on improvement of accuracy and performance of 
our prediction model. 
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