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1. INTRODUCTION

Since the rough set [1,2] was proposed by Pawlak in 1982, it has
been widely used in various fields such as pattern recognition
[3-10], machine learning [11,12], image processing [11,13-19],
decision-making [20-22], data mining, and so on. A lot of exten-
sions have been proposed to extend its application including
covering based rough sets [23], variable precision rough sets [24],
probabilistic rough sets [18], fuzzy rough sets [9,13,25,26], fuzzy
variable precision rough sets [27], and so on.

Qian et al. proposed multigranulation rough sets (MGRSs) based
on multiple equivalence relation in 2010, which include optimistic
MGRSs and pessimistic MGRSs. In recent years, many models have
been proposed based on two decision strategies: “Seeking com-
mon ground while reserving differences” and “Seeking common
ground with eliminating differences” For example, by populariz-
ing the binary relation from equivalence relation to neighborhood
relation, Lin et al. proposed neighborhood MGRSs. Lots of stud-
ies focus on deriving models by the same decision strategy. Huang
et al. proposed intuitionistic fuzzy MGRSs [28]. Feng et al. proposed
variable precision multigranulation decision-theoretic fuzzy rough
sets [29]. Li et al. proposed three-way cognitive concept learning via
multi-granularity [30]. There are research on MGRSs and their rel-
ative models, such as MGRSs theory over two universe [31],a com-
parative study of MGRSs and concept lattices via rule acquisition
[32], and so on.
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With advanced technology in medicine and biology, data sets containing information could be huge and complex that some-
times are difficult to handle. Dynamic computing is an efficient approach to solve some problems. Since multigranulation rough
sets were proposed, many algorithms have been designed for updating approximations in multigranulation rough sets, but they
are not efficient enough in terms of computational time. The purpose of this study is to further reduce the computational time
of updating approximations in multigranulation rough sets. First, searching regions in data sets for updating approximations
in multigranulation rough sets are shrunk. Second, matrix-based approaches for updating approximations in multigranula-
tion rough set are proposed. The incremental algorithms for updating approximations in multigranulation rough sets are then
designed. Finally, the efficiency and validity of the designed algorithms are verified by experiments.
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In an information explosion era, approximation computing
becomes more and more difficult: the size of the data sometimes is
too huge to handle, the structure of the data becomes more com-
plex, and the granular structures often increase or decrease. The
issue of computing and updating approximations in MGRSs and
their derived models attracts much research interest. These stud-
ies are often categorized into four classes by scholars, namely, how
to update approximations while varying attributes [33,34], how to
update approximations while varying attribute values [35,36], how
to update approximations while varying decision attribute values
[33,37], and how to update approximations while varying object set
[38,39].

No matter what variation is, there always exist two means to
determine the relation between two sets: set operation or matrix
product. By this viewpoint, we can classify those studies into two
categories. One is based on set operation. Scholars use set opera-
tion to determine whether a set is contained in another set or not, or
whether their intersection is empty or not (see Chuan Luo [20,21],
Wenhao Shu [40], Guangming Lang [41], Mingjie Cai [42], Wei Wei
[43], Xin Yang [44], etc.). When granules sizes are generally big, set
operation is a time-consuming way because of its searching strat-
egy: when we compute the intersection of two sets, we must con-
firm whether every object in a set is in another set or not. In the
extreme case, when the two sets are both U (all samples are in one
data set), then the time complexity of computing the intersection
of them is |UJ%. The other is based on matrix. These studies are
mostly based on matrix product or other operations. Scholars often
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change a set into a binary matrix, and then design algorithms based
on properties of binary matrix (see Jinggian Wang [45], Chengxi-
ang Hu [46], Yanyong Huang [47] Yunge Jing [48], etc.). Although
the time complexity of determining the relation between two sets
via matrix approach is a constant, they often consider all the objects
in the universe without filtering.

We attempt to combine the two approaches to derive new
approaches to overcome their defect. In other words, we concen-
trate on which part of the universe does not need to be considered
while computing and updating approximations in MGRS. At the
same time, we determine the relation between two sets by matrix
product. Why we try to propose the approaches? Because in real life
application, it is common to add and delete attributes when there
is some new information and some expired information. Differ-
ent granular structures have a great influence on approximations in
MGRS, thus different granular structures induce different decision-
making processes. Moreover, adding and deleting attributes exists
in the whole attribute reduction process. In decision-making and
attribute reduction process, calculating approximations of decisions
is an important and necessary step, so it is important to com-
pute approximations based on approximations we have computed,
that is, updating approximations. We need to proposed approaches
for updating approximations because that updating approximations
could be more efficient than compute the approximations again.

The purpose of this paper is to derive algorithms for updating
approximations while adding and deleting attributes. First, search-
ing region while updating approximations in MGRS need to be
shrunk. A shrunk searching region can reduce the executing time
of the algorithms. Second, matrix-based approaches for updating
approximations need to be proposed to make algorithms more
efficient.

The rest of this paper is organized as follows: Some basic con-
cepts of rough set and MGRS are introduced in Section 2, and so is
matrix-based static algorithm to calculate approximation in MGRS.
In Section 3, dynamic approaches for updating approximations in
MGRS while adding and deleting attributes are proposed. Several
algorithms are proposed in Section 4. Experimental evaluations are
conducted in Section 5 to verify the efficiency and validity of the
algorithms that we designed. Finally, some conclusions and future
work are given in Section 6.

2. PRELIMINARIES

In this section, we review some main concepts in MGRSs as well as
static algorithm for computing approximations in MGRS.

2.1. Multigranulation Rough Sets

In the past few years, many extensions of MGRSs [49] have been
proposed. Since MGRS are our basic model, we review the main
results in this subsection.

Definition 1. [1] Let IS = (U,AT, Vaurs f) be an information sys-
tem, where U = {x1,x,, -:-, x,,} is a nonempty finite set of objects
called the universe. A = {ay,ay, -+, a,} is a nonempty finite set of
attributes. The element A € AT is called an attribute set. V,; =
Uaear V4 is a domain of attribute values, where V,, is the domain

of attribute set A. f : UX AT — Vis a decision function such that
fix,A) e V,,VA€ AT, x e U.

Definition 2. [49] Let IS = (U,AT, Vars f) be an information sys-
tem, where A, € AT for any k € {1,2,---,m}. Forany X C U, the
optimistic multigranulation lower and upper approximations of X

are denoted by 33" | AP (X) and | AP (X), respectively.

M=

A2 =fxeulx, cxv-vix, cx}. O

m

»
]

1

DAL =~ DAY (~ X, ¥y

E
Il
—
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—

where [x], is the equivalence class of x in terms of the attribute set
Ay, ~ X is the complement of the set X.

Theorem 1. [50] LetIS = (U,AT, VAT,f) be an information system,
where A, € AT forany k € {1,2,---,m}. For any X C U, since
[x]a, € X, we have x € X. The following result holds.

> AKX ={xeX|x, cxv-vid, cx}. @)
k=1

Theorem 2. [49] Let IS = (U,AT, VAT,f) be an information sys-
tem, where A, € AT forany k € {1,2,---,m}. For any X C U, the
optimistic multigranulation upper approximation of X is denoted by

ka=1 A? (X), we have

A% (X) (4)

M=

=~
1l
=0

1
{xe U|[x]AlnX;é®/\---/\xE Ullx], nX;ég}.

Definition 3. [49] Let IS = (U,AT, Vur f) be an information sys-
tem, where A; € AT for any k € {1,2,---,m}. For any X C U, the
pessimistic multigranulation lower and upper approximation of X

are denoted by ZZ;I A7 (X) and ZZ;l A7 (X), respectively.

> AP () = {xe Ullx],, S XA Alx], gx}. (5)
k=1

kZlAfj(X) =~;A§<~m. ()

Theorem 3. [50] LetIS = (U,AT, VAT,j) be an information system,
where A, € AT for any k € {1,2,---,m}. For any X C U, since
[x]a, € X, we have x € X. The following result holds.

> A2X) =[x e X][x], SXA-
k=1

Theorem 4. [49] Let IS = (U,AT, VAT,f) be an information sys-
tem, where Ay € AT forany k € {1,2,---,m}. For any X C U, the



P. Yu et al. / International Journal of Computational Intelligence Systems 12(2) 855-872 857

optimistic multigranulation upper approximation of X is denoted by
ZZ;I AI? (X), we have

S A = {xe Ullxl, NX#@VIxl, nX#av ()
k=1

"-v[x]Am nX#@}.

2.2. Matrix-Based Algorithm for Computing
Approximations in MGRSs

Definition 4. [51] Let U = {xy,x;,-:*,x,}. For any X C U, the
matrix representation of X is denoted by V(X) = [vl x, -, vn(X)],
where

1 xiEX
v, (X) =

i€{1,2,-,n}.
0 x;&X

Lemma5. [52] Let U = {x1,x3,+,%,} VX, YC U, if Y C X, then

V() Vi(~X) =0,

12

“T” denotes the transpose operation, and “” is matrix product.

Example 1. Let IS = (U, AT, V1, f) be an information system, as
shown in Table 1, where U = {x, x5, X3, X4, X5, X6}, B = AUd, and
A ={ay,a;y,a3}. Let X = {x,, x4, x5}. According to Definition 4 , we
have V(X) = [0,1,0,1,1,0]. Suppose Y = {x,,x4}, then V(Y) =
[0,1,0,1,0,0]. Obviously, Y C X. V(~ X) = [1,0,1,0,0,1], V()
Vt(~X)=1[0,1,0,1,0,0] - [1,0,1,0,0,1]' = 0.

Definition 5. [53] Let IS = (U,AT, Vars f) be an information
system, where A, € AT for any k € {1,2,:--,m}. For any X C
U, the lower approximation character sets of X in MGRS can be
calculated as

LX) = U{[x]Ak|[x]Ak gXAxex},Vk= L,2,-,m. (9

Lemma 6. [53] Let IS = (U,AT, VAT,f) be an information system,
where A, € AT for any k € {1,2,---,m}. For any X C U, the pes-
simistic and optimistic lower approximations in MGRS can be calcu-
lated by

2 AL 0 =N 00, (10)
k=1

NIE

Al(c) (X) = U?:lIXk (X)

RN
I

1

Example 2. (Continuation of Example 1) Suppose A; = a1, A, =
ay,A3 = as, by Definition 5, we have

Table 1 A decision information system.

U ay a as d
X1 1 1 2 3
X 2 3 3 3
X3 1 1 2 2
x4 2 2 3 2
Xs 1 2 1 2
g 1 1 1 3

V(e ) Vi 0= V(I ) Vi 0 =0,
V([xS]A1> SV~ X) £0, V(Ig1 (X)> =10,1,0,1,0,0]:
v(kel,) v 0 =0
V(xaly, ) Vi~ 0 =V (Il ) - Vi 0 =0,
V(I/ﬁz (X)) =[0,1,0,1,1,0];

V(bely,) - Vi 0=V (lnl, ) Vi~ 0 =0,
V([xs]A3) SV~ X) 20, V<153 (X)) =1[0,1,0,1,0,0].

By Lemma 6,

V> arx =A,g":1v(n;":115k (X))
k=1

(2, 0) v (1, 9) (1, 00)
[0,1,0,1,0,0] A [0,1,0,1,1,0] A [0,1,0,1,0,0]
=[0,1,0,1,0,0].

By Definition 4,

D) AP (X) = {xp, x4}
k=1

% TA}?(X) = viL, v (5, 00)

k=1

(1 0) v (8, 00) v (1, 00)
[0,1,0,1,0,0] v [0,1,0,1,1,0] v [0,1,0,1,0,0]
= [0,1,0,1,0,0].

By Definition 4, 3, | AP (X) = {x3, X4, X5}

Definition 6. [53] Let IS = (U,AT, Vurs f) be an information
system, where A, € AT forany k € {1,2,---,m}. Forany X C U,
the upper approximation character sets of X in MGRS can be
defined as

I 0 =uflxl, [xeX},Vk=1,2-,m, (1)

Lemma 7. [53] Let IS = (U,AT, VAT,f) be an information system,
where A, € AT forany k € {1,2,---,m}. For any X C U, the pes-
simistic and optimistic upper approximations can be calculated by

M=

A (00 = 01y (0, (12)

x-
1l

1

3

AP (0 = i1 (0.
1

x-
I
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Example 3. Continuation of Example 2. From Table 1, we have

V(lxaly, ) = V(ixb,, =10,1,0,1,0,0],
1 [xS]Al = [1’0’1707 1’ 1]9
1% [XZ]A = [05 1509 0’ O’ 0] )

V([xS]A2> =10,0,0,1,1,0];

<
TN TN TN TN

=

B

—

&
S— —t — —— ~—

I

v(Ixl, ) = V([x4]A2) =1[0,1,0,1,0,0],
([xs]A3 = [0,0,0,0,1,1].
By Definition 6,
V(8 00) = v(xl, ) vV (I, ) v v(isl,)
= [1,1,1,1,1,1],
V(18 00) = V(i) v v (i) v v (s,
= [0,1,0,1,1,0],
V(18 00) = vl an v v (s, ) v v (Isl,, )
= [0,1,0,1,1,1].
By Lemma 7,

S A9 (X) = V(a8 o)

=1

b

V(1 00)av (1, c0)av(i )

1 2 3
[1,1,1,1,1,1] A[0,1,0,1,1,0] A [0,1,0,1,1,1]
=[0,1,0,1,1,0].

By Definition 4,

Z A7 (X) = {xz, %3, %4} .

k=1

v Zm:Af(Jo =VL”=1V(I‘A/k (X))

k=1

V(1 o) v (i oo)vv(i o)

=1[1,1,1,1,1,1] v[0,1,0,1,1,0] v [0,1,0,1,1,1]
=[1,1,1,1,1,1].
By Definition 4,
m
DAYX) =U.
k=1

Algorithm 1 [53] is a matrix-based algorithm for computing
approximations in MGRS. The total time complexity of the algo-
rithm is O (m|X]||U]). Steps 3-6 are to calculate Iﬁk and IXk

(k €{1,2, -+, m}) whose time complexity is O (m|X||U]). Steps 17—
22 are to compute the approximations of MGRS whose time com-
plexity is O (m|U]).

Algorithm 1: Matrix-based algorithm for computing approximations in
MGRS

Require: (1) An information system IS = (U,AT, Vars f) 2) A
target concept X C U(3) Equivalence classes [x] 40X € Uk €
{1,2,---,m}.

Ensure: Approximations in MGRS.

Lin« |U

2:m <« |X|

fori=1—- ndo

fork=1- mdo

forj=1— ndo

Y, 00 = 1A VE(~ (X)) - V<[x,»]Ak> = 0then v, (ng> -1
:end if

Hfv, X)) =1Av; <[x,»]Ak> = 1 then v, (IXJ =1

9: end if

10: end for

11: end for

12: end for

13: V(Zk 1AO(X)) -
14: (zk 1AP(X))
15V (Zk 1AP(X)> -
16:V (T, AL 00)
17:fork =2 - mdo

\%
<V
\4
\%4

18:V (I, 4000 ) < V(T 40 00) v v (1)
19:V (2, 42 0) < V(T 42 00) A v (1Y)
20: V (Zk A0« V(Zk 1A§(X))AV(ng)
21:V (zk A0« v(Zk 1AP(X))VV<IXk>

22: end for
23: Return )" AP(X), X" AY(X), X  A7(X) and

S AP OO

3. MATRIX-BASED DYNAMIC
APPROACHES FOR UPDATING
APPROXIMATIONS IN MGRS WHILE
ADDING AND DELETING ATTRIBUTES

3.1. Matrix-Based Dynamic Approaches for
Updating Approximations While Adding
Attributes

In this subsection, we present matrix-based dynamic approaches
for updating approximations in MGRS, while adding attributes,
let ISt = (U,ATt, VATz,ft) be an information system at time #,
IS™ = (U, AT™Y, V1, f*1) be an information system at time
t 4+ 1, and for all A;{ € AT (k < m), exists A;{“ € AT™! such

that A;{ - A,t(+1 forany k € {1,2,---,m}. Also, for all x € U, we

denote equivalence class of x at time ¢ by [x]zk. Denote equivalence

t+1

class of x at time t+1 by [x] . Denote pessimistic lower and upper

— P
approximations of X by Y7 o1 A;;rlp (X) and kazl A,i“ (X) at time
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t+ 1, respectively. Denote pessimistic lower and upper approxima-

tions of X by Zk 1 (X) and Zk L A’ (X) at time ¢ + 1, respec-

tively. Denote optimis optlmlstlc lower and upper approximations of X by
o — o0
ZZ;l A;:rl (X) and Z:':l A;:Ll (X) at time t, respectively. Denote
o
optimistic lower and upper approximations of X by ZZ;l A;{“ X)
— o0
and Z;::l A;H (X) at time ¢ + 1, respectively.

Lemma 8. [46] Let IS' = (U, AT", Vyq+,f*) be an information sys-
tem at time t, IS" = (U, AT"™*!, Ve, f'*1) be an information
system at time t + 1. For any X C U, the following results hold:

o o
L Z:’:lAfc (X) gZZ’:IA;:-I (X)’

O 0]
2 Tpn A 02X, 4 0.

Lemma9. [46] Let IS' = (U,ATt, VATt,ft) be an information sys-
tem at time t, IS = (U, AT"™*', V1, f*1) be an information
system at time t + 1. For any X C U, the following results hold:

P P
1. ZZLIA; X C ZZLIA;CH X

2 T A 024,47 .

Lemmas 8 and 9 indicate the relations of lower and upper
approximations in MGRS between time ¢ and time ¢ + 1. However,
Lemmas 8 and 9 are not clear enough for updating approximation
in MGRS. The following theorem provides accurate approaches for
updating approximations in MGRS from time ¢ to t + 1.

Theorem 10. LetIS' = (U,ATt, VATr,ft) be an information system
at time t, IS™ = (U, AT™, Vo, fiH1
at time t + 1. For any X C U, we have

) be an information system

. m (0]

L If Az:k=1 Ak (X) = ’m}’
[ —

[ cXaxe Yy AL -3, A (X)}, then

S AT =3 ACcouAY A° 00

{x|§|ke{1,2,---

i, If
[y nX=0Ax emp(X) —MP(X)}, then
Z;::l Altcﬂo X) = Z:lzl

i AYT AL (X0 =
[yt cXAxe mp X) - MP (X)} , then
Z:;l Alt<+1P X0 = 2T:l Altcp Xua ZZ;I AkP X

D rE—
AZZ‘:lAk (X) = {x|5|k€ {1,2,"',”’[ >

0] pm 0]
AL X)-AT A (0

{ka 1,2,

,m},

iv. If

m P m P
[X];'*'kl NX=@Ax€E Zk:l Altc X - ZkzlA}t( (X)} , then

—_ P
AN A (X)) = {x|Vk €1,2,-

e — o P P
T AT =T AL 0-AT A 00,

Proof.

Ifxe kazlA,iP(X) x € ZZ“ 1A,t(P(X) o [x];k cXx
A » [)’] [x];k, [x];k CXs

[x];*;l CXexe), A,i“ X).

since we have Yy € [

e P
c fxeY] A X0-X7 AL (),
1 P
[y’ CXexe Xl AM (0.

« IfxeU-3 AH'1 X, from Definition 2, | ¢_ X,
since we have Vy € [ A , [y] x]A Z’kl ¢_ X &

xg Y AT (),

e From the above, we have

kaZI A/t<+lo (X) = EZZZI AIL;O (X) UA E:lzl Ako (X)

m P m P
Ifxe ZkzlA;( X), x € Zk:lAi X e

Vke{1,2,---,m}, [x]zk C X, Since we have
+1

Vy e [x ] , [y];k Cc [x];k , then

Vke{l,z, m}[]z CXeVke

{1,2, -, m}, [x ]f+1 CX@xE

Z}T:l A;(HP()O Cc Zk=1 A;:rl (X), thus we have

xeyl AT exeyr, A;jlo 0.
CfxeY AL 0-X AT 0, Vhe 2, m,

[x]jjk1 NX=gexgy A;“O X.

S
« IfxeU-3" Al (X),from Theorem 2, x €

S ——

U-20  AMT ) e Vke(l,2,-,m}, []; NX=g.
. t+1

SinceVy € [x];k ,Vke{1,2,-- m} [y] Clx ]A ,

t _ TS
[x]Ak NX=gox¢ Zk:lAk X).
e From the al())ove, we have
le:lAltjl (X) = kaZI

iii. It is similar to i.

0] — 0]
AL O-AT A ().

iv. It is similar to ii.

Example 4. (Continuation of Example 1) Suppose A] = a;, A, =

tzz;AtlJr1 = {ay, a3},A’2+1 = {ay, a3}, X = {xy, x3, x4}, thus we have

Bl = Dol = sl

= {XI,X3,X5,X6},

= [xG]ixl

[xz]z = [X4]t = {x, x4}
[alyt =[xl = fa,x),
ET mW {x2, %4},
[esly =[xl = frs,x6}
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[xl]zz = [x3]22 = [xﬁ];‘z = {x1, %3, X6},
[962]22 = {xa};
[l = bisl) = fu,xshs
[M]Zl = [xs]zl = {x1,x3},
[y’ = o [l =
[l ! = fosh ey = fxe)-
From Definitions 2 and 3 we have

0]

(@)

2 2
AL 0 ={n.x}, ) A O=U.
k=1 k=1

P

P

2 2
DA D ={n), ) A X0D=U.
k=1 k=1

By Theorem 10, we have

P

P
2 2
DAL (0= DAL (X) = {xy, X3, X4, X5, X} -
k=1 k=1

Since
[l € X sl € X ]y € X,
1 1
Loy & X [x I € X
[l € X sl € X [x]) € X,

sl & X [x i € X.

Iy nX# 05l nX# 2.kl nX#0,

sl N X = @, ]}

" nX=g:

[m]i:;l NX# g, [x3]f:;1 NX#g, [x4]f:;1 NX#ag,

[l nX =%l nx = 0.
Thus we have
2 0 2 o
DATT (0 = P AL 00 U{xe} = fxa,xa};
k=1 k=1
o 0
2 2
Z A£+1 X = Z A;tc (X) - {xs, x6}
k=1 k=1
= {x1,%,X3,%4}.
2 0 2 P
AT X = P AL (XUl = o},
k=1 k=1
2 b 2 P
> AT (0 = DAL (X0 - fxs, %}
k=1 k=1

= {x1,%2, %3, X4} -

Definition 7. Let IS! = (U,AT’, Vart, f ’) be an information sys-
tem at time ¢, IS+ = (U,AT"H, VATt+1,f+1) be an information
system at time ¢ 4+ 1. For any X C U, the dynamic lower approxi-
mation character sets of X in MGRS while adding attributes can be

defined as

AL (X) = U1 [4], | [x]:: lex

P

P

m m
AxE DAL (X)- D AL (0f,Vk=1,2,,m.
k=1 k=1

Definition 8. Let IS! = (U,AT’, Vur ,f’) be an information sys-
tem at time ¢, IS+ = (U,AT"”, VATt+1,fT+1) be an information
system at time ¢ + 1. For any X C U, the dynamic upper approxi-
mation character sets of X in MGRS while adding attributes can be

defined as

U _ t+1 t+1 _
AIAk(X)_U ['x]Ak |[x]Ak nX—®

P

P

m m
AxE DAL (X)- D AL (0f,Vk=1,2,,m.
k=1 k=1

Example 5. (Continuation of Example 4)

AL () =u{ [4], | [x]:1 cX

P

P

2 2
AxE DAY (X)- D A (0 = {xa},
k=1 k=1

AL (0 =uy[x, |[x) X

P

P

2 2
AxE DAY ()= D AL (0T = {xa};
k=1 k=1

U _ t+1 t+1 _
AIAI (X)_U [x]Al |[X]A1 nX—@,

P

P

2 2
x€E ZA;{ (X)—ZAQ X 1 = {xs5, %6}
k=1 k=1

U _ +1 +1 _
AIAZ(X) =u [x]AZ |[x]A2 NnNX=g,

P p

2 2
XE QAL (0= A X0 = {xs,x6}.
k=1 k=1
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Theorem 11. LetIS' = (U, AT", Vyq«,f*) be an information system

at time t, IS™ = (U, AT™, Vo, fF
at time t + 1. For any X C U, we have

1) be an information system

i. AZ;::lAkO()O=U{ ILk(X)|k=1,2,"',m}.
- o0

ii. AZ:':lAk ()0=n{AIUk X) k= 1,2,---,m}.

iii. Az;(nzlAkP(X)zn{ IL (X)|k—1 2, ,m}

— P
v, A" A (X)= U{AIXk ®lk=12, m}

Proof. This theorem can be easily obtained by Theorem 10 and
Definitions 7 and 8.

By Theorem 11 we can easily obtain a matrix-based approach for
updating approximations in MGRS while adding attributes.

Corollary 12. Let IS! = (U,AT’, VAT:,f’) be an information sys-
tem at time t, IS = (U, AT**Y, V4, 1) be an information
system at time t + 1. For any X C U, we have

y (Zk A0 00) = V(Zk A% 00) v

(v, 0)
(o)

(Vk 1V<AIU (X)

- V(Z:’:lA;P(X))V
(A,’::lV(Aigk (X)>> :

= V(ZZLIA;P (X)) A~
(Az;lv(mﬁk (X))) .

—_20
i, V<Z:’=1A§€+1 (X)>
i V(I Ar )
P
iv. V(ZZ;IA;(“ (X)>

Proof. This corollary is the matrix representation of Theorem 10.

Example 6. (Continuation of Example 5)

L V(LA ) = v(Zi, AL 00)v

(Vi (o, 00))

[0,1,0,1,0,0] v [0,0,0,1,0,0] = [0,1,0,1,0,0],

- 0 EE—
2. V<Z;:1A§€+1 (X)> = v<z§:1A‘k (X))/\~

(v 1,00))

[1,1,1,1,1,1] A [1,1,1,1,0,0] = [1,1,1,1,0,0],

s V(S A ) = V(T2 A 00)v

(/\,%:1 14 (Aigk (X))

[0,1,0,1,0,0] v [0,0,0,1,0,0] = [0,1,0,1,0,0],

4, V<zi=lAfk+1P(X)> = V<Zi=1A;<P(X)> A~
(v (,00)

[1,1,1,1,1,1] A[1,1,1,1,0,0] = [1,1,1,1,0,0].
o
From Definition 4 we have that ZiﬂAI’:rl X = {x3,x4}
S—|
2 2 P
Y AT X0 = {aaxxgxk N AT 00 = fa,xd

R
2
T AT 0=

{1, %2, %3, X4}

3.2. Matrix-Based Dynamic Approaches for
Updating Approximations While
Deleting Attributes

In this section, we present matrix-based dynamic approaches
for updating approximations in MGRS, while deleting attributes,
let IS' = (U,AT', Vart,f') be an information system at time t,
IS™! = (U, AT, Vo1, f'*1) be an information system at time
t + 1, and for all A;{ € AT (k € m), exists A;CH € AT, such
that A;:'l C A forany k € {1,2,---,m}. Also, for all x € U,

we denote equivalence classof x at time ¢ by [x]t . Denote equiv-

[ ]t+1

alence class of x at time ¢ + 1 by Denote pe331mist1c lower

and upper approximations of X by 3" | A;{ (X)and 3" A;{ 0¢)
at time ¢, respectively. Denote pessimistic lower and upper approx-
——
. . P .
imations of X by ka=1 A;("'l (X) and kazl A;"’l (X) attime t + 1,
respectively. Denote optimistic lower and upper approximations of
l’
bezk 1AL (X)andzk 1

optimistic lower and upper approximations of X by ZZ;l A;(“ X)

;. (X)attime , respectively. Denote

— o0
and ZZ;I A;(“ (X) at time ¢ + 1, respectively. According to [46],
we have the following results in this section:

Lemma 13. [46] Let IS! = (U,ATt, VATz,ft) be an information
system at time t, IS™ = (U, AT™, Ve, f'1) be an information
system at time t + 1. For any X C U, the following results hold:

Loy A (0 C T, AL LA (X0

2 T AL ST AT 00,

Lemma 14. [46] Let IS! = (U,AT ,VATr,ft) be an information
system at time t, IS = (U, AT™, Vo1, f'*1) be an information
system at time t + 1. For any X C U, the following results hold:

m P m P
LY AT Xy A X

_ P _P
20 T A S E AT .
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Lemmas 13 and 14 indicate the relation of lower and upper approx-
imations in MGRS between time f and time ¢ + 1. However, Lem-
mas 13 and 14 are not clear enough for updating approximation
in MGRS. The following theorem provides accurate approaches for
updating approximations in MGRS from time ¢ to t + 1:

Theorem 15. LetIS' = (U, AT", Vyq+,f") be an information system
attimet, IS" = (U, AT, Va1, 1) be an information system
at time t + 1. For any X C U, we have

i IfVZZLlAkO(X) = {x|VkE{1,2,---,m}, [x]f:zl ¢

X k=1 ,;9 k=1 to
Ax € XA DU (U-X""A (X)), then

— o — o
Y A0 =3 Al 0 - VI A .

ii. If vz:;lAkO(X) = szke{l,z,---,m}, [x]jk1 NnNxX #
EE—)]
XU (U—z’;:lA;c (X))} then

0) P O
AL OUVEE A (X).

k=1 ,,©
@Ax € ) A

JR—
m t+1 _\'m
Zk:l Ak X = Zk:l

. VZ:’:lAkP(X) = {x|§|k€{1,2,~-,m}, [x]H'l ¢

o

_ P
v, VYY" A X) = {x|§|ke{1,2,~-,m}, [x]j;’k1 nNxX #

o

XAx € Z’::

0 par——
LA ou <U—Z;1A‘k (X)
A 00 = T A 00 - v A (0.

@ Ax € Z';

—— O
U (U— AL 0

i 1A”1 0=y lAf OUVYE=ta X

Proof.

A;O()O,thus
(X)[]H;l C X © x €

i ByLemma 13 we have 3" A’Jrlo Xcy,.,

we have Vx € Zk 1

Zk 1AH'“?(X) in other words, Vx € Zk 1AtO(X),[X]2+kl ¢
[’+1

Xoxe 5L 4700,

— o
ii. By Lemma 13 we have Z:’_l A X C ka 1 AH'1O (X), thus

we have Vk € {1,2, -- m} Vxe U- Zk 1 Ato X [x]j:-kl n

TR
X+#P&xe Zk=1Ak X).
iii. It is similar to i.
iv. It is similar to ii.

Example 7. (Continuation of Example 1) Suppose A{
AL = {ay,a35 AT = {a,}, AT = {a3}, X =
have

= {al’aZ}’
{x2, x3, x4}, thus we

t t
[xl]A = [x3]A = [xs]; = {x1,x3, %6},
1 1 1

[l = oo} el = frad sl = fxs)s
[aly’ = el = [xly = fa.xsxe),
[xz]i:r = {xz}-[x4]t [xs]A = {x4, x5}
[xl]ixz = [x3] {xl’x3} [xz] = {x},

[x4]f42 = {x4}, [xs]A2

= {xs}, [x6]A2 = {x¢};

[l = el = s,
[oly! =[xl =, xa);
EN [xﬁlj; = {xs. %}

From Definitions 2 and 3 we have

= {x1, X2, X3, X4} .

2 © 2
DAL 00 = {xpxa}, DL AL (D)
k=1 k=1

P

2
{2}, D, AL (X0 =
k=1

P

2
> ap 00 =
k=1

{15 X2, x3, X4, X6} -

By Theorem 15, we have

o 0}

2 2
DA, OUlU-Y AL
k=1 k=1

= {x2, X4, X5, X6} .

Since

[x] € X, [x

1 1 1
A 4]:‘; ~¢— X! [xS]:t ~¢— X’ [xG]f:; g X.

ball S X bl € X lnsll € Xlxlf ¢ X

t+1

el nX#0, aly! nX#@.[x] X # o,

1
5] T nXx#0.
1

t+1
bl NX#£0. [l n X6 5] nX=0,

2
[x] ;“ nNX=g.

2

Thus we have
2 0 2 ©

ST 00 = A 00 sl = branl
k=1

k=1

0] 0]
2
DA 0 = DAL (O U{xgx)
k=1 k=1

= {x1,%2, %3, X4} -
2 P 2 F

DAL (X)) = DAL (X - fxg, x5, %6} = {20}
k=1

k=1

P P

2

2
D AT 0 = AL (0 U xa, x5 %6} = U
k=1

k=1
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Definition 9. Let IS! = (U,ATt, VATz,ft) be an information sys-
tem at time ¢, IS+ = (U,AT“'l, VATH—l,fH-l) be an information
system at time ¢ + 1. For any X C U, the dynamic upper approx-
imation character sets of X in MGRS while deleting attributes can
be defined as

(@)

x]:;l EXAxE Y AL X))  (13)
k=1

VIL (X0 =0 [

Vk=1,2,---,m

ulUu-> Al X
k=1

Definition 10. Let IS = (U,AT’, VATz,f’) be an information sys-
tem at time £, IS"! = (U, AT**!, V;1u1, 1) be an information
system at time ¢ + 1. For any X C U, the dynamic lower approx-

imation character sets of X in MGRS while deleting attributes can
be defined as

(@]

m
VI, X)=u [x]j;;l | [x]i;:l NX#DAXE kZlA; ) (14)
0

m
ulu-> Al @|;.Vke 1,2, m}.

k=1

Example 8. (Continuation of Example 7)
)

I 0 =Uqlxl, |[x]‘+1ng/\erA; X0

0]
m
U U—ZA;( (X) ={x4,x5,x6}.
k=1
o
VI, (0 =Uqlxl, |lx f“c;(/\erAf X)
k=1
0]
m
Ul U= AL (X)) |p = {xs. x6}-
k=1
@]
VI (0 =Uylx, |lx t“nX @/\xEZA
k=1
0]
m
-2 AL (0 |¢ = fxz, x4, x5, %6}
(@]
VI (0 =Uylx, |lx f“nx @/\xEZA
k=1

0]

ulU-> AL X)
k=1

= {x2,x4}.

Theorem 16. LetIS' = (U, AT", V1, f') be an information system

at timet, IS = (U, AT™, Vo, f7F
at time t + 1. For any X C U, we have

1) be an information system

c VY AP0 = u{vzf‘k Xlk=1,2,

—_7P
. VYT A (X)=u{V1;’k(>o|k=1,z,---
. szzlAko(X)=n{wgk(X)|k=1,2,---

o
« VYA 0= n{VI‘A{k 00 [k = 12,,,}

Proof. This theorem can be easily obtained by Theorem 15 and Def-
initions 9 and 10.

By Theorem 16 we can easily obtain matrix-based approaches for
updating approximations in MGRS while adding attributes.

Corollary 17. Let IS! = (U,AT‘, VATz,ft) be an information sys-
tem at time t, IS = (U, AT, V4, 1) be an information
system at time t + 1. For any X C U, we have

(3 470)
i o7, 00)).

V(T X))
</\k 1V(VIU (X)
. v(zleA;ij(X)) = V(ZleA;P(X)>AN
(v (v, 00)),
= V(Z;”=1A;P (>o> %
(o, 0).

V(S A ) =

—_ 0
V(Z;’;A;“ 00)

—_ P
V(Z;’;A;“ (X))

Proof. This corollary is the matrix representation of Theorem 15.

Example 9. (Continuation of Example 8)

2 0
V(T AL 00) A
[0,1,0,1,0,0] A[1,1,1,1,0,0]
[0,1,0,1,0,0],

(R—G |
v <Zi=1 Al (X)) v

i V(ijlAjjlo()o)
(e (%,0)

—_0
ii. V(ZiﬂAgjl (X)) =

(A2av (VI 0)) = 11,1,1,1,0,0] v [1,1,0,0,0,0]
= [1,1,1,1,0,0].
2 t+1P 2 tP
. V(ZkzlAk (X)> = V(ZkzlAk (X))/\
(~ /\1%:1V<V1jk (X))) = [0,1,0,0,0,0] A [1,1,1,0,0,0]
= [05 1505090’0]5
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P
14 (Zizl Al (X)) v

[1,1,1,1,0,1] v [0,1,0,1,1,1]

v. V (zizl Afk“P (X)>
(v (w8, 00)

=[1,1,1,1,1,1].
o
From Definition 4 we have that ZiﬂAiﬂ X)) = {x3,x4}
— o0
2 2 P
Zk=1A;+l (X) = {xl,XZ,X3,X4}, Zk=1A;+l (X) = {xZ})

_ P
2
zkzlAjjl X)) =U.

Algorithm 2: Matrix-based algorithm for updating approximations in
MGRS while adding attributes.

Require: (1) IS' = (UAT, Vypef') (2) IS* =
(U, AT, Ve, f*1) (3) A target concept X C U (4)
0, T gl mo P e
Zk VAL QO AL O, 0 AL (X)ande LA X (4

,xeUke{l,2,--- ,m}.
m o m m P

Ensure: Zk=1A;c+1 X, ZkﬂA;H (X)), ZkﬂAfjl (X)), and
_0P
i AT 0)
L:n « |U

P m P
2:t<—‘zk:1A£ (X)_Ek:1A1t< (X)’

3:fori=1—- tdo
4:f0rk=1—>m}§lo

Equivalence classes [x] A

5.0 vi(X7_, AL O - Y AN0) = 1AV ~ (X)) -
Vt([ ]ttl) = 0 then v, (Alﬁ’) =1

6: end if .

7 0f v, <§‘,,:"=1A;c ()o-z;"ﬂA;f()o) = 1AV -

v ([x]‘“) = 0 then v, (AIU > 1
8: end if

9: end for

10: end for

v (A, A 00) < v(ad )
12: V<A2k LAk (X)) - AIU
B (o)
14;v<m X)) —v(ay)

15: fork—2—>mdo
16: V(Azk Ay (X)) (Azk Ay (X)) vV(AIL )
17: V<Azk'”:1Ak X)) < V<Azk:1Ak (X)) vv(ay)
18: V(A AL X)) < (AZ,T A (X)) A V(AIL >

19: V<Azk A (X)) - (Azk A (X))/\V(A[U)
20: end for
21:

\_/v

22: V(ZZ"ZIA,i*lO(X)) - V(ZZ’:lA;{O()O) v
v(azr, 4’ m)
[E—p | e
23: V<ZT=1A£+1 (X)) « v(ZZ;lA‘k (X)>/\ ~
—_0
V<AZ:;1Ak (X)>
m t+1P m 4¢P
24; V(Zk=1Ak (X)) - V<Zk=1Ak (X)) v

v(aZy, Al m)
—_P
25. V <2;”=1 A (X)) -
—_ P
v <A Zie1 Ak (X))
26: Return Z;::l A}tflo X)), Z:’:l Af,:rlo (X), quzl A,iHP (X) and

—_7P
Z:’:1 A/t(+l (X)

14

[
14 <Z,Z"=1A,§ ()0) A

4. MATRIX-BASED DYNAMIC
ALGORITHMS FOR UPDATING
APPROXIMATIONS WHILE ADDING AND
DELETING ATTRIBUTES

Based on Corollary 12, we propose matrix-based Algo-
rithm 2 for updating approximations in MGRS while adding
attributes. The total time complexity of Algorithm 2 is

—_ P
o <m|ZT=1 AL X -2 A;P X) ||U|> . Steps 3-12 are to cal-

culate Alik and AIXk (kef{1,2,---,m}) with time complexity

—_FP
o<m|ZZ“=IAfk (X)—Z;"=1A£P(X)||U|>. Steps 17-22 are to
m (@] m—O m P
compute AzkzlAk (X),Azk:lAk (X),AzkzlAk (X) and

I
A, Ax (X) with time complexity O (m|U]). Steps 24-27 are
to update the approximations of MGRS while increasing granular
structures with time complexity O (|U]).

Since the time complexity of Algorithm 1 is O (m|X||U]), and in
I P
general, O <m|ZZ“=1Afk X) -2 A (X0 ||U|> <

does not hold. Algorithm 3 is proposed to make sure the total time
complexity is no more than O (m|X||U]). In other words, when

O (mlX||u1)

b
X Ay O -2, A]iP (X)| > |X| we call Algorithm 1; other-

wise, we call Algorithm 2.

Based on Corollary 17, we propose matrix-based Algo-
rithm 4 for updating approximations in MGRS while delet-
ing attributes. The total time complexity of Algorithm 4 is

(mIZk 1 Ato Xu <U— Zz;l A (X)) ||U|> .Steps3-12 are
to calculate VIL and VI, v (k € {1,2, .-, m}) with time complexity

(mlzk 1 (X)U<U Zk ) X)>||U|>. Steps 17-22
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Algorithm 3: Ensure total time complexity of updating approximations in
MGRS while adding attributes is no more than O (|X||U]).

Require: (1) IS' = (UAT, Vypef') (2) IS =
(U, AT™Y, Ve, f*1) (3) A target concept X C U 4)
= °
0
Zk_ AL (X, Zk 14 X, Zk lAt (X) , and Zk lAt 0.
(4) Equivalence classes [x]Ak ,xeUke{l,2,---,m}

m o m 0 m P
Ensure: 3" AYU(X), ¥ AY (%), X7 AR (X) and
— P

m t+1
T A @

. m m P
Lif [ A, XO-X,_, A, 0O]<
2: end if »
3:if Y A 0-2,, A;{P (X)| > |X| then Call Algorithm 1
4: end if o o »

5: Return )" AT (X), X0 AR (0, D AT (0 and

— P
T A 0

|X| then Call Algorithm 2

m (@] TO m P
aretocomputeVZkZlAk (X),Vzk:lAk (X),Vzk:lAk X

S—

and V ZZ;lAk (X) with time complexity O (m|U]). Steps 24—
27 are to update the approximations of MGRS while increasing
granular structures with time complexity O (m|U]).

Algorithm 4: Matrix-based algorithm for updating approximations in
MGRS while decreasing attributes

Require: (1) IS* = (U,ATt,VATr,ft) (2) ISt =

(U, AT, Ve, f1H1 ) (3) A target concept X C U (4)
0 P

S A 00T AL 00, 5, AL 00 and zk AL (0. @)

Equivalence classes [x]f:kl,xe Uke{1,2,---,m}

(0] ———° P
Ensure: 3" AU (X), Y AT 00), T AT (0) and

—
i 4T 00
Lin < |U

0 m 70
2t « Zk 14, XU U—ZkzlAk X
3:fori=1— tdo
4:fork=1 - mdo

51fV(Zk 1Ato()OU<U Zk 1 (X)>>=1/\V(~X)
& ([xi];+k1> #= 0 then v; (Vlik> =1
6: end if

— o0
7:if v; <Z;”:1A;O(X)u <U-2;":1A; (X)>> =1AvX) =1
then v; (VIX) =1
8: end if

9: end for
10: end for

v(vEe, 4°e) < v(v)
12:V<Vzk LA (X)) - v(wU)

13:V<Vzk Ay (X)) - V(VIL )

15:for k =2 - mdo

14: V <Vzk LAk (X)) <V VIU
16V (VI 47 0) « v(VIL, 4°0) Av(VE, )

17: v <Vzk A (X)) - <Vzk A (X))/\V(V[U)
18:v(VE, 4" 00) < v(VEE, Al o) vv (Vi)

19:V <Vzk A (X)) - <Vzk Ay (X))vV(VIU>

20: end for
21:

2 v(ZL, At m) -
v(vIp, 4’ )

V(S A’ w)a o~

—FF0
V(Z;’;A; 0

v(Zma )~

[ |
23 V<ZZ":1A§(+1 (X)> -
R |
V(VZZLlAk (X))

—
<

2 V(g At m) -
v(VEr, A4l o)

<

_ P
25: V(ZZLIA;{“ (X)) -
_ P
V<Vzkm:1Ak (X))

(R
V(Z,ZLIA; (X))

0 0 P
26: Return 3" AT (X), Z;{":lA;CH X), Xy AP (X) and

_ P
Y A X

Since the time complexity of Algorithm 1 is O (m|X||U|), and
— o

in general, O <mlzf=1A/t<O X)u <U— Z:;lAt X)) ||U|>
O (m|X||U]) does not hold, Algorithm 5 is proposed to make sure

the total time complexity is no more than O (m|X||U]). In other
— o0
words, when |},1" | A;{O X)u <U— Yo A X)) | > |X]| we call

Algorithm 1; otherwise, we call Algorithm 4.

5. EXPERIMENTAL EVALUATIONS

In this section, several experiments were conducted to evaluate the
effectiveness and the efficiency of Algorithm 3 (DMB) and Algo-
rithm 5 (DMB). Three algorithms were chosen to compare, namely,
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Algorithm 5: Ensure total time complexity of updating approximations in
MGRS while deleting attributes is no more than O (|X]|U])

Require: (1) IS' = (UAT, Vypef') (2) IS =

(U,AT“'1 VATH'I S ) (3) A target concept X C U (4)
o) P

Equlvalence classes [x] 4, X € U, k S {1 2, }

Ensure: Z;’LIA;“O(X), ZZLIA;“ (X)), zk’”zlA;ij (X)) and
Skl k Shk=1"k
ZZI_IAH.I (X))

0 Sl
1: 1f|zk LA O U <U—Zk=1A; X
Algorithm 4
2: end if
o
3: 1f|zk 1AL (X)U<U Zk 1A

Algorithm 1
4: end if o o »
5:Return Y, AT (X)), X A0, YL AT (X) and

— P
T A 0

) | < |X]| then Call

> | > |X| then Call

matrix-based static algorithm (MB) [53], relation matrix-based
static algorithm (RMB) [46], and relation matrix-based dynamic
algorithm (DRMB) [46]. Six data sets were chosen from UCI
machine learning repository. The details of the data sets are listed
in Table 2. We can see that the sizes of data sets range from 194 to
1000, the attribute numbers range from 5 to 59. All the experiments
were carried out on a personal computer with 64-bit windows 10,
Inter(R) Core(TM) i7 6700HQ CPU @2.60 GHz, and 16GB mem-
ory. The program language was Matlab r2015b.

5.1. Comparison of Computational Time
Using Data Sets with Different Size

The computational time were compared among the four algorithms
in MGRSs while adding and deleting attributes when the size of
data sets increases. First of all, we construct three granular struc-
tures. We randomly chose an attribute set A containing at least two
attributes in the data set and divided the rest into three parts ran-
domly to contribute to three granular structures respectively. While
adding attributes, we added the attributes in A into the three gran-
ular structures at the same time. While deleting attributes, we com-
bined A with each granular structure and deleted the attributes in A
from the granular structures at the same time. We randomly divided
each data set Uinto 10 subsets {Uy, Uy, -+, Uyg}. Then U; was cho-
sen as the first temporary data set. After that, some samples of tem-
porary data set were randomly selected to contribute to the target
concept X. The size of target concept X wasabout 0.85 times the size
of each temporary data set. We calculated the four approximations
in MGRS by the four algorithms 10 times and compared the aver-
ages. Then made U; U U, the second temporary data set and repeat
the whole process was repeated.

When the size of data sets increases, results of the four algo-
rithms while adding and deleting attributes in MGRS are shown in

Table 2 Details of data sets.

No. Data Sets Samples Attributes
1 Blood Transfusion 748 5
2 Dermatolog 366 20
3 Extention of ZAlizadehsani 303 59
4 Facebookmetrics 500 19
5 Flags 194 30
6 German Credit Data 1000 21

Figures 1 and 2. We can see that DMB is the most efficient algorithm
when the size of data set increases gradually. From Figure 1 we can
see that DMB is effective and it reduces the computational time.

5.2. Comparison of Computational Time
Using Target Concept with Different
Size

Similarly, instead of construct temporary data sets, we construct
temporary target concepts. The process of constructing and vary-
ing the three granular structures is similar to Section 5.1. We ran-
domly divided each data set into ten subsets {X;, X5, -+, X10}. And
then X; was chosen as the first temporary target concept. Finally, we
calculated the four approximations in MGRS by the the four algo-
rithms 10 times and compared the averages. Then made X; U X,
the second temporary target concept and the whole process was
repeated.

When the size of target concept increases, results of MB, DMB,
RMB, DRMB are shown in Figures 3 and 4. When the size of tar-
get concept increasing gradually, RMB is always the most time-
consuming algorithmn the four algorithms. DMB and MB are more
efficient than RMB and DRMB. The computational time of DMB is
always less than or equal to MB, so DMB is more efficient than any
other algorithms. Sometimes the computational time of DMB is a
little more than the MB while deleting attributes, which is due to
additional computation in DMB and it is within the expected range.

6. CONCLUSION

Data sets in real life application sometimes are complex and huge,
which is difficult to handle. In addition, the granular structures
often increase and decrease in some data sets. It is important to
design algorithms to update approximations in MGRS while adding
and deleting attributes. In this paper, four algorithms have been
proposed to ensure that the time complexity of the incremental
algorithm is less than or equal to the static algorithm. Experimen-
tal results show that the computational time of the DMB is no more
than the other algorithms in most of the situations.

Approximation computation is a basic process of attribute reduc-
tion. In the future, we will further investigate attribute reduction
algorithm using the approaches we proposed.
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