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Abstract 

Social networks existing among employees, customers or other types of users of various IT systems have become one of the research 

areas of growing importance. Data about people and their interactions that exist in social media, provides information about many 

different types of relationships within one network. Analysing this data one can obtain knowledge not only about the structure and 

characteristics of the network but it also enables to understand the semantic of human relations. 

Each social network consists of nodes – social entities and edges linking pairs of nodes. In regular, one-layered networks, two nodes – 

i.e. people are connected with a single edge whereas in the multi-layered social networks, there may be many links of different types 

for a pair of nodes. Most of the methods used for social network analysis (SNA) may be applied only to one-layered networks. Thus, 

some new structural measures for multi-layered social networks are proposed in the paper. This study focuses on definitions and 

analysis of cross-layer clustering coefficient, cross-layer degree centrality and various versions of multi-layered degree centralities. 

Authors also investigated the dynamics of multi-layered neighbourhood. The evaluation of the presented concepts on the real-world 

dataset is presented. The measures proposed in the paper may directly be used to various methods for collective classification, in 

which nodes are assigned to labels according to their structural input features. 

Keywords: Multi-layered Social Network, Semantic of Human Interactions, Social Network Analysis, Social 
Network, Centrality, Dynamics of Social Networks, Complex Networks. 
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1. Introduction 

Social network (SN) is an example of complex 
networked system in which set of nodes (social entities) 
interact with each other1,2. Based on these interactions, 
their types and intensity, the relationships between 
nodes can be defined. 

The concept of SN is not new and has been 
researched by scientists from many fields, such as 
sociology, geography, social psychology, management, 
computer science and even biology and physics. First 
studies on social networks can be dated back to the 
beginning of twentieth century. These analyses focused 
on small samples (up to few thousands of users) 
because, due to the lack of computational resources, 
data had to be manually handled. Also the process of 
data gathering was very time consuming as it was based 
on surveys. The increasing amount of available 
computational power has enabled to analyse more and 
more data but still researchers spent a lot of time on data 
collecting process. Nowadays, with the development of 
a large number of social media, the amount of data that 
is stored on the computer servers is enormous. All 
people activities are logged and can be analysed without 
conducting any additional surveys. This explosion of the 
amount of available data yields for more and more 
sophisticated techniques that have to be developed in 
order to extract the meaningful information. 

Data about people activities and interactions, 
collected in different systems, enable to extract social 
networks in which different types of relations exist. All 
these relations should be analysed in parallel as the 
knowledge is not only hidden in individual layers. The 
information about what happens on one layer can 
influence the actions on other layers. This paper is an 
attempt to analyse this kind of networks as a whole, 
without neglecting information about different relations 
types between people. Thus, new measures for 
investigating multi-layered character of the network are 
proposed. These are: cross-layer clustering coefficient, 
cross-layer degree centrality and various versions of 
multi-layered degree centralities.  

To enable the systematic representation of users and 
different types of connections, authors proposed a 
structure called multi-layered social network (MSN). 
The profile of MSN consists of many layers, 
corresponding to different kinds of relationships and 
user activities.  

In addition, nodes and connections within the layers 
change over time. It means that the dynamics of these 
networks is their inseparable feature and cannot be 
neglected during the analysis. Thus, this study also 
looks at the changes that occur in different layers of the 

network in regards to the proposed measures. For both 
static and dynamic structural analyses that were 
performed, some semantic of these analyses is 
investigated. 

The rest of the paper is structured as follows: the 
next section includes the description of related work in 
the area of social networks where different types of 
relations were analysed. In section 3, the concept of the 
multi-layered social network MSN is presented. 
Afterwards, in section 4 definitions of different multi-
layered neighbourhoods are provided. Several new 
structural measures for multi-layered social networks, in 
particular cross-layer clustering coefficient and various 
versions of multi-layered degree centrality are proposed 
in section 5 and 6, respectively. Experimental studies 
are depicted in the following section 7 and the paper in 
concluded in section 8.  

2. Related Work 

Social network can be defined as the finite set of actors 
(network nodes) and relationships (network edges) that 
link these actors. This concept is not new and has been 
researched by people from different fields for many 
decades1,2,3,4. Also the networks where more than one 
type of relation exists are not new in the world of 
science2 and they were analysed mainly at the small 
scale5,6,7. However, recently the area of large-scale 
multi-layered network has started attracting more and 
more attention from researchers from different 
fields8,9,10,11. These networks are also known as multi-
relational, multiplex, multi-layered or multivariate 
networks11. 

Social networks emerging from different types of 
social media are good examples of multi-relational 
networks. One reason for such a big interest in this area 
is the fact that these systems offer large datasets 
including information about peoples’ profiles and 
activities that can be analysed. Due to the fact that this 
data reflect users’ behaviours in the virtual world, the 
networks extracted from this data are called online 
social networks12, web-based social networks13, or 
computer-supported social networks14.  

Bibliographic data15, blogs16, photos sharing 
systems like Flickr8, e-mail systems17, 
telecommunication data18, social services like Twitter19 
or Facebook20, video sharing systems like YouTube21, 
Wikipedia22 are the examples of data sources which are 
used by many researches to analyse the underlying 
social networks. However, this vast amount of data and 
especially its multi-relational character are the source of 
new research challenges connected with processing of 
this data23. Although most of the existing methods work 
properly for single-layered networks, there is a lack of 
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well-established tools for multi-layered network 
analysis. Development of new metrics is very important 
from the perspective of further advances in the web 
science as the multi-relational networks can be found 
almost everywhere, they are more expressive in terms of 
the semantic information and give opportunity to 
analyse different types of human relationships10.  

Researchers usually try to cope with multi-layered 
large-scale networks by analysing layers separately 
using the existing methods for one-layered networks 
and then comparing the results using some correlation 
measure (e.g. Jaccard coefficient or cosine measure). In 
Ref. 11 authors distinguished 6 different relation types 
between users of the massive multiplayer online game. 
First they analysed the characteristics of each layer 
separately and after that they studied correlations and 
overlap between the extracted types of relations. One of 
the interesting findings is that users tend to play 
different roles in different networks. From the structural 
perspective, authors found that different types of 
interactions are characterised by different patterns of 
connectivity, e.g. according to their study power-law 
degree distributions indicate aggressive actions. Another 
example is the analysis of Flickr8, where authors 
distinguished eleven types of relationships between 
users. First authors investigated layers separately and 
then used the correlation measures to compare these 
networks. Their main finding was that depending on the 
type of the relations they are either semantically or 
socially driven.  

It is also possible to create from multi-layered 
network a single-layered network and then to apply the 
existing methods to such structure. An example of such 
procedure is path algebra that purpose is to transform a 
multi-relational network to single-relational networks 
that is “semantically-rich”10. 

Another way to deal with multiplex networks is to 
develop new methods for their analysis. Such works are 
usually to some extend based on the existing methods 
for single-layered networks. The investigated topics are 
among others: community mining24,25, ranking 
network’s nodes26 and paths27, shortest28 and unique29 
paths finding. 

The researchers in the field of multi-layered 
networks also try to develop new models of networks 
that capture the multi-relational characteristics of data. 
An example can be a multi-layered semantic social 
network model that enables to investigate human 
interests in more details than when they are analysed all 
together30. 

Although, some research has been done in the field 
of multi-relational social networks, to our best 
knowledge there has been no work reported on what in 
this paper is investigated, i.e. multi-layered 
neighbourhoods. We aim at analysing both static and 

dynamic characteristics of the individuals’ 
neighbourhoods in multi-layered social networks. Social 
Network Analysis provides measures to investigate user 
neighbourhood in a single-layered network and these 
are, for example, local clustering coefficient or number 
of user’s acquaintances. The local clustering coefficient 
describes to what extend the neighbours of a given user 
create a clique i.e. fully connected graph. Local 
clustering coefficient was presented by Duncan J. Watts 
and Steven Strogatz who used it to investigate whether a 
given graph is a small-world network4. User degree 
centrality in the case of undirected networks, it is 
expressed by the number of relationships that one has. 
In directed networks, both the indegree and outdegree 
centrality can be measured. The former takes into 
account the number of members that are adjacent to a 
particular member of the community2. The latter takes 
into account the number of outgoing relations of a given 
user31,32. It should be emphasized that none of the 
described above methods can be in a straightforward 
manner used in the multi-layered environment. Thus, 
there is a need to redefine these concepts for structures 
on which more than one relation can be defined.  

3. Multi-layered Social Network 

The first step, before the analysis of users’ 
neighbourhoods can be performed, is to define what 
structure will be used to represent the gathered data. As 
it was mentioned before, many types of relationships 
can exist within one social network thus the natural 
representation of such data is a set of graphs that share 
common set nodes and relations in a single graph reflect 
one type of connections. In this paper each of these 
graphs is called a layer (representing one type of 
relation) and the whole concept is called a multi-layered 
social network MSN is defined as a tuple <V, E, L> 
where: V – is a not-empty set of nodes (human entities); 
E – is a set of tuples <x,y,l>, x,yϵV, lL, x≠y and for any 
two tuples <x,y,l>, <x’,y’,l’>E if x=x’ and y=y’ then 
l≠l’; L – is a set of distinct layers.  

Tuple <x,y,l> is an edge e from x to y on the layer l 
in the multi-layered social network (MSN). The 
assumption is made that the connections from x to x 
(loops) are not present in the network, i.e. that x≠y. In 
addition, only one edge e=<x,y,l> from x to y exists on a 
given layer l. The maximum number of edges that can 
exist between users x and y equals |L|. Note that edges 
in the MSN are directed i.e. <x,y,l>≠<y,x,l>.  

Each layer corresponds to one type of relationship 
between users8. Different relationships can result from 
the character of connections, types of communication 
channel, or types of activities that users can perform 
within a given system. The examples of relationships 
resulting from their different character are e.g. 
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friendship, family or work ties. Different 
communication channels that result in different types of 
connections are email, VoIP, instant messenger, etc. 
The separate relationship types can be also defined 
based on users’ activities such as publishing photos, 
commenting photos, adding photos to favourites, and 
others8. The last of the enumerated types of relations 
possess a semantic meaning as for example publishing 
photos is a much more proactive action than just adding 
photos to favourites. Another example where 
information about users’ activities has a semantic 
meaning can be forum where people who are very 
active and post a lot of queries can be perceived as new 
to a field. On the other hand, people who comment a lot 
but do not post any queries can be seen as experts in a 
field.  

Set of nodes V and edges E from only one layer lL 
correspond to a simple, one-layered social network <V, 

E, {l}>. A multi-layered social network MSN=<V,E,L> 
may be represented by a directed multi-graph. Hence, 
all the below proposed structural measures can also be 
applied to other kinds of complex networks that are 
described by means of multi-graphs. 

Multi-layered Social Network MSN

x

y

z

Layer l1

Layer l2

Layer l3

u

v

x

y

z u

v

x

y

z
u

v

t

t

t

Fig. 1.  An example of the multi-layered social network 
MSN 

 
In order to graphically present the concept of MSN 

the example of three-layered social network is shown in 
Figure 1. The set of nodes consists of {t, u, v, x, y, z} so 
there are six users in the network that can be connected 
with each other’s on three layers: l1, l2 and l3. On the 
layer l1, eight relationships (tuples) between users: 
<x,y,l1>, <y,x,l1>, <x,z,l1>, <z,x,l1>, <y,z,l1>, <u,z,l1>, 
<u,v,l1>, <v,u,l1> can be distinguished. Relationships on 
the layers l2 and l3 are defined in the same manner. 

4. Multi-layered Neighbourhood 

Neighbourhood N(x,l) of a given node x on a given layer 
l for multi-layered social network MSN=<V,E,L> is 
defined as: 

 ElyxElxyylxN  ,,,,:),(  (1) 

Set N(x,l) is equivalent to simple neighbourhood for 
regular one-layered social networks.  

 

Table 1. Node neighbourhoods for each layer for MSN from 
Figure 1 

Node Layer l1 Layer l2 Layer l3 
x {u,y,z} {u,v,y,z} {u,v,y,z} 
y {x,z} {v,x} {v,x,z} 
z {t,u,x,y} {x} {t,x,y} 
u {v,x,z} {v,x} {x} 
t {v,z} {} {v,z} 
v {t,u} {u,x,y} {t,x,y} 

 
Multi-layered neighbourhood of a given node x with 

a minimum number of layers required – α, 1≤α≤|L|, is a 
set of nodes, which are neighbours of node x on at least 
α layers in the MSN. Five different versions of multi-
layered neighbourhood may be distinguished. 

The first one is the multi-layered neighbourhood 
MN

In(x,α) derived from the edges incoming to node x, in 
the following way: 

   ElxyyxMN In ,,:),(  (2) 

The value of MN
In(x,α) denotes the set of 

neighbours that are connected to node x with at least α 
edges, i.e. on at least α layers of MSN. For α=1, we 
need an edge on only one layer, while for α=|L|, if node 
yMN

In(x,α), then user y must have edges to a given 
node x on all existing layers. For the example MSN 
from Figure 1, MN

In(x,1)={u,v,y,z}, MN
In(x,2)={u,v,z}, 

MN
In(x,3)={z}. 
Another multi-layered neighbourhood MN

Out(x,α) 
respects only edges outgoing from node x. 

   ElyxyxMN Out ,,:),(  (3) 

For the MSN from Figure 1, we have 
MN

Out(x,1)={u,v,y,z}, MN
Out(x,2)={u,v,y,z}, 

MN
Out(x,3)={y,z}. 
If we consider incoming or outgoing edges on any 

layers, then we obtain MN
InOutAny(x,α):  



 





















Elxy

Elyxy
xMN InOutAny

,,

,,:
),(  (4) 

Neighbourhood MN
InOutAny(x,α) includes nodes that 

have at least α incoming and α outgoing edges to and 
from node x, respectively, but these edges may occur on 
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different layers. For the network from Figure 1, there 
are following sets: MN

InOutAny(x,1)={u,v,y,z}, 
MN

InOutAny(x,2)={u,v,z} MN
InOutAny(x,3)={z}. 

The next type of multi-layered neighbourhood 
MN

InOut(x,α) is quite similar to MN
InOutAny(x,α) but it is 

more restrictive. Each neighbour yMN
InOut(x,α) must 

have bidirectional connections on at least α layers in 
MSN, i.e. both the incoming and outgoing edge have to 
occur on the same layer to satisfy the condition, as 
follows:  





























 

Elxy

Elyx
lyxMN InOut

,,
,,

::),(

 

(5) 

In the example MSN, Figure 1, we have 
MN

InOut(x,1)={u,v,y,z}, MN
InOut(x,2)={v,z} 

MN
InOut(x,3)={z}. 
The final, fifth neighbourhood MN(x,α) is the least 

restrictive. It takes into consideration, any incoming or 
outgoing edges on any layer but the total number of 
these layers should be at least α:  

























 

Elxy

Elyxl
yxMN

,,
,,:

:),(  (6) 

In the example social network, the neighbourhoods 
are as follows: MN(x,1)={u,v,y,z}, MN(x,2)={u,v,y,z} 

MN(x,3)={u,y,z}, see Figure 1. MN(x,α) is utilized for 
studies described in further sections of this paper. 
However, the other neighbourhoods may also be used 
and it would require only small modifications of the 
proposed below measures. 

 
Table 2. Multi-layered neighbourhoods for the nodes from 

Figure 1 

Node MN(•,1) MN(•,2) MN(•,3) 

x {u,v,y,z} {u,v,y,z} {u,y,z} 
u {x,v,z} {x,v} {x} 
z {t,u,x,y} {t,x,y} {x} 
u {z,v,x} {x,v} {x} 
t {v,z} {v,z} {} 
v {t,u,x,y} {t,u,x,y} {} 

Note that MN
InOutAny(x,α) = MN

In(x,α)  MN
Out(x,α) and 

MN
InOut(x,α)  MN

InOutAny(x,α)  MN(x,α), 
MN

InOut(x,α)  MN
In(x,α)  MN(x,α) and 

MN
InOut(x,α)  MN

Out(x,α)  MN(x,α). The smallest 
neighbourhood is MN

InOut(x,α) while the largest is 
MN(x,α). It means that MN

InOut(x,α) is the most 
restrictive whereas MN(x,α) is the least. 

Although multi-layered neighbourhood is a structural 
measure, as it was presented in Sec. 2 and 3, it also has 
semantic meaning. For example, a large MN(x,α) for a 
large α will be an indicator that person x is a 
communication hub. MN

In(x,α) is more restrictive, so it 

provides some more detailed semantic meaning. Its 
large value when α is large means that there is a lot of 
incoming interaction towards x. For example, in the 
context of the company, it may mean that x is a line 
manager or another person to whom a group of people 
reports using different communication channels. These 
channels can be treated as separate layers in the 
network. On the other hand, a high value of MN

Out(x,α) 
for large α means that person x is responsible for 
propagating information in the network, e.g. a person 
responsible for bulletin in the organisation. It also helps 
to investigate which communication channels are 
neglected. Such examples can be multiplied. Please note 
that it can serve to investigate both positive and 
negative human behaviours. For example, a person 
within the company with high MN

Out(x,α) who is not 
responsible for propagating information can be seen as a 
“chatterbox” who spends more time on communication 
than on doing the job. 

Also at the level of the whole network, the multi-
layered neighbourhood can be analysed. The power-law 
distribution of MN(x,α) depending on α means that not 
all types of relations are fully used and people tend to 
focus on only few relation types and neglect the others. 

5. Cross-layer Clustering Coefficient 

A cross-layer clustering coefficient CLCC(x,α) was 
introduced to allow calculation of the clustering 
coefficient for the multi-layered social network MSN. 
For a given node x, and x’s non-empty neighbourhood 
MN(x,α), cross-layer clustering coefficient CLCC(x,α) is 
computed in the following way: 

 
 

LxMN

lxMNyout

lxMNyin

xCLCC
Ll xMNy















 
 

),(2

),,(,
),,(,

),( ),(








  

(7) 

where: in(y,MN(x,α),l) – the weighted indegree of node 
y in the multi-layered neighbourhood MN(x,α) of node x 
within the simple one-layered network <V, E, {l}>, i.e. 
within only one layer l; out(y,MN(x,α),l) – the weighted 
outdegree of node y in the multi-layered neighbourhood 
MN(x,α) of node x in the network containing only one 
layer l. 

If neighbourhood MN(x,α)=, then CLCC(x,α)=0.  
The weighted indegree in(y, MN(x,α),l) for a given 

node y in the network <V, E, {l}> containing one layer l 
is the sum of all weights w(z,y,l) of edges <z,y,l> 

incoming to node y from other nodes z that are from 
layer l and belong to multi-layered neighbourhood 
MN(x,α):  

    
 









,

,,,,,
xMNz

lyzwlxMNyin . (8) 
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Likewise, the weighted outdegree out(y,MN(x,α),l) 
for a given node y and neighbourhood MN(x,α) is the 
sum of all weights w(y,z,l) of the outgoing edges <y,z,l> 
that come from y to x’s neighbours z on layer l:  

    
 










,

,,,,,
xMNz

lzywlxMNyout . (9) 

Note that if the sum of weights of outgoing edges 
for a given node x is 1 (this is the usual practice in 
social network analysis33, then CLCC(x,α) is always 
from the range [0;1]. The value CLCC(x,α)=1, if each 
neighbour yMN(x,α) has outgoing relationships 
towards all other nodes zMN(x,α) and only to them. 
The value of CLCC(x,α) equals 0 when x has only one 
neighbour, i.e. |MN(x,α)|=1, or when none of the x’s 
neighbours yMN(x,α) has any relationship with any 
neighbour zMN(x,α).  

For node t from the example social network, Figure 
1, MN(t,1)=MN(t,2)={v,z} but CLCC(t,1)=CLCC(t,2)=0 
because there are no edges between v and z. Due to 
MN(t,3)={} we have CLCC(t,3)=0. For node z: 
MN(z,1)={t,u,x,y}, MN(z,2)={t,x,y}, MN(z,3)={x}. If 
weights of all edges equal 1, then CLCC(z,1)=16/24=2/3 
and CLCC(z,2)=8/18=4/9. Since there is only one 
neighbour x in MN(z,3), the value CLCC(z,3)=0.  

The formula for another measure – multi-layered 
clustering coefficient (MCC) as well as the two special 
cases of cross-layer clustering coefficient CLCC(x,α) 
were described in Ref. 34. One of them is multi-layered 
clustering coefficient in extended neighbourhood 
(MCCEN). It is, in fact, the cross-layer clustering 
coefficient for only one layer(α=1), i.e. 
MCCEN(x)=CLCC(x,1). Multi-layered clustering 
coefficient in reduced neighbourhood (MCCRN) 
presented in Ref. 34 is equivalent to the cross-layer 
clustering coefficient for all layers, α=|L| i.e. 
MCCRN(x)=CLCC(x,|L|).  

Cross-Layered Clustering Coefficient can also be 
interpreted in the semantic context. For example, people 
who are in the professional relationships (e.g. co-
workers) prefer to communicate via e-mail as it enables 
to keep track of their interactions. It means that their 
clustering coefficient will be higher at one layer 
(assuming that their neighbours communicate with each 
other) than at the rest of the layers. A different situation 
occurs in more private social circumstances where 
people tend to use different communication channels 
and it can result in higher value of CLCC, although the 
clustering coefficient for a single layer may remain not 
particularly high. It is a consequence of the fact that our 
friends (neighbours in the network) can interact with 
each other using different communication layers (phone 
call, e-mail, text messages, etc.).  

6. Multi-layered Degree Centrality 

Apart from clustering coefficient, there exists another 
measure commonly used in social network analysis – 
degree centrality, Sec. 6.1. Some of its versions for 
multi-layered social network, presented in Sec. 6.2, 
were initially studied in Ref. 35. However, in this paper, 
we also introduce some other concepts for multi-layered 
degree centralities, see Sec. 6.3-6.5. 

6.1. Regular Degree Centrality 

For the regular, one-layered social network, degree 
centrality DC(x) for node x is defined as follows: 

 
1

)(



m

xd
xDC  (10) 

where: d(x) – the number of the first level neighbours 
that are connected with x either with incoming or 
outgoing edge; m – the total number of members in the 
social network, m=|V|. 

Indegree centrality IDC(x) for node x, in turn, takes 
into account only edges incoming to node x, in the 
following way:  

 
1

)(



m

xi
xIDC  (11) 

where: i(x) – the number of the first level neighbours 
that are connected to x with edges directed from these 
neighbours to x. 

Another measure is outdegree centrality ODC(x) 
that respects only edges outgoing from node x:  

 
1

)(



m

xo
xODC  (12) 

where: o(x) – the number of the first level neighbours y 
of node x, for which exist edges from x to y. 

Note that in the case of weighted one-layer social 
network it is possible to use sum of edges weights 
between x and its neighbours instead of number of the 
first level neighbours.  

6.2. Cross-layer Degree Centrality 

The first multi-layered degree centrality is called cross-
layer degree centrality (CDC). It is defined as a sum of 
edge weights both incoming to and outgoing from node 
x towards multi-layered neighbourhood MN(x,α) 
divided by the number of layers and total network 
members: 
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where: w(x,y,l) – the weight of edge <x,y,l>. 
Similarly to different versions of degree centrality 

DC(x) - IDC(x) and ODC(x) (see Sec. 4.1), we can 
define cross-layer indegree centrality CDC

In(x,α) in the 
multi-layered social network MSN:  
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and cross-layer outdegree centrality CDC
Out(x,α): 
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As in the case of the cross-layer clustering 
coefficient CLCC(x,α), the value of CDC(x,α) directly 
depends on the parameter α, which determines the 
multi-layered neighbourhood of a given social network 
member x.  

6.3. Multi-layered Degree Centrality Version 1 

The other three multi-layered degree centralities are not 
calculated based on MN(x,α) but using the local 
neighbourhood in particular layer N(x,l), (see Sec. 4). 
The first of them MDC

(1)(x) is defined as a sum of x’s 
local weighted degree centralities in each layer l divided 
by the number of layers: 
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(16) 

The first multi-layered indegree centrality 
MDC

(1)In(x) is defined as follows:  
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and the first multi-layered outdegree centrality 
MDC

(1)Out(x): 
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6.4. Multi-layered Degree Centrality Version 2 

The next multi-layered degree centrality MDC
(2)(x) is a 

sum of x’s local weighted degree centralities in each 
layer but in opposite to MDC

(1)(x), it is divided by the 
quantity of the union of x’s neighbourhoods from all 
layers. 
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Note that the union of neighbourhood sets from all 
layers for a given member x is the same as the multi-
layered neighbourhood MN(x,α) for α=1, i.e. 

  )1,(, xMNlxNLl   
The multi-layered indegree centrality MDC

(2)In(x) 
is:  
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and the first multi-layered outdegree centrality 
MDC

(2)Out(x): 
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6.5. Multi-layered Degree Centrality Version 3 

The last multi-layered degree centrality MDC
(3)(x) is 

quite similar to MDC
(2)(x) but instead of the 

neighbourhood sets from all layers, the sum of x’s local 
weighted degree centralities in each layer is divided by 
the sum of neighbourhood quantities on each layer: 
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The third version of first multi-layered indegree 
centrality MDC

(3)In(x):  
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and the third version of first multi-layered outdegree 
centrality MDC

(3)Out(x): 
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Both Cross-Layered and Multi-Layered Degree 
Centralities are helpful in the interpretation of the social 
network semantics. They provide some more 
information than MN(x,α) as they take into 
consideration not only the number of relations but also 
their quality, i.e. connection strength.  

7. Experimental Study and 

Discussion 

The real-world dataset used for experiments contains 
information about activities performed by users on the 
forum existing within the web site extradom.pl 
(equivalent to ‘extraordinary house’). The portal gathers 
people, who are engaged in building their own houses in 
Poland. It helps them to exchange best practices, 
experiences, evaluate various constructing projects and 
technologies or simply to find the answers to their 
questions provided by others. The data comes from the 
period of 7 months (for the experiments in Sec. 7.3 an 
extended period was analysed). The Multi-Layered 
Social Network (MSN) was created using the multi-
layered social network creation process described in 
Ref. 33. It consisted of 4,404 users and 11 different 
layers. All layers and the number of relationships in 
each of them are presented in Table 3. The different 
layers were extracted based on various user activities 
within the forum: creation of the forum itself, 
management of topic groups, creation of new topics, 
subscription of topics, posting and post commenting. 
These activities link their owners, i.e. if user x 
comments the post of user y they both get into common 
relationship (layer 11). In another example, two users x 
and y can add their own topics to the same topic group 
(layer 2), they can also subscribe the same topic (layer 
6) or comment the same post (layer 9), hence, they 
‘meet’ at that topic group, topic or post, respectively. 
These ‘meetings’ can be more or less frequent, hence, 
we may have stronger or weaker mutual relationship. 

Overall, the more common activities (creation of topics, 
posts, comments, subscriptions) the stronger the 
relationship. The details and formulas referring MSN 
creation can be found in Ref. 33 and Ref. 8.  

The greatest number of relations is for layers 
number 6, 8 and 9 and it equals 286,502 whereas on 
layer number 10 there are only 39 relations. This shows 
the great diversity in user activities and their frequencies 
in the investigated system.  

Layers themselves provide some semantic 
knowledge and the number of relations within these 
layers indicates community global interests towards 
specific activities and the amount of engagement that 
people are keen to devote to a given social network as 
different layers require different level of involvement. 
For example, within the investigated network, posting 
and further commenting these posts by community is 
not very common activity.  
 
Table 3. The number of relationships in layers within the MSN 

Layer 

index 

Relationships on the layer derived from 

two kinds of user activities linking users 

in the forum 

No. of 

relations 

1 Forum creation activity - TopicGroup 
group addition 265 

2 Topic addition - Topic addition 33,308 
3 Forum creation activity - Topic subscribing 4,358 

4 TopicGroup group addition - Topic 
subscribing 5,034 

5 Topic addition - Topic subscribing 92,959 
6 Topic subscribing - Topic subscribing 286,502 
7 Topic addition - Post posting 92,959 
8 Topic subscribing - Post posting 286,502 
9 Post posting - Post posting 286,502 

10 Forum creation activity - Post commenting 39 
11 Post posting - Post commenting 2,334 

7.1.  Static Analysis 

In the first stage of the experiments, the multi-layered 
neighbourhood MN(x,α) was calculated for each user x. 
The calculations were performed separately for 11 
different values of parameter α, i.e. 1, …, 11. 

In Figure 2 the numbers of unique users within 
multi-layered neighbourhoods |MN(x,α)|>0 for different 
values of α are presented with the black columns. It can 
be noticed that for the values of α from the set {1,…,6}, 
the number of users with non-empty multi-layered 
neighbourhoods is high, over 96% of all users. For α =1 
– none of the users x has MN(x,α)={} and even for α=6 
only 164 users have empty multi-layered 
neighbourhoods. The rapid drop for α=7 is caused by 
the fact that there are 6 layers in which there is a large 
number of relationships (layers no. 2, 5, 6, 7, 8 and 9) 
and the rest of the layers are very sparse, with the 
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considerably smaller number of connections (layers 1, 
3, 4 and 10).  
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Fig. 2.  The number of users in multi-layered neighbourhoods 
MN(x,α) for different α values 

Next, the cross-layer clustering coefficient and 
cross-layer degree centrality were calculated. Both 
measures were evaluated separately for 11 different 
values of parameter α i.e.1, …, 11. Similarly to 
MN(x,α), the number of non-zero values of CDC(x,α) 
and CLCC(x,α) for different α are presented (white and 
grey columns respectively in Figure 2).  

It can be noticed that for the min. number of layers 
from 1 to 6 required, the number of users with non-zero 
CDC(x,α) is high, over 96% of all users. For α=1, CDC 
of only 40 users equal zero and even for α=6 only 164 

users have CDC=0. The rapid drop for α=7 is caused by 
the same reason as in the case of MN(x,α). For 
CLCC(x,α), the tendency is similar. However, the rapid 

decrease can be noticed for α=6 not for α=7 as in 
MN(x,α) and CDC(x,α). For α=5, there are 89% of users 
and for α=6 only 38.1% users with CLCC(x,α)>0 and 
for each α there are more users with CLCC(x,α)=0 than 
with CDC(x,α)=0 what shows that there exist people 
who have acquaintances but these friends are not in 
relationships with each other at all. The phenomena that 
we observe for α=6 is not typical in social networks 
where people tend to create clusters (“friend of my 
friend is my friend”). If a user has a small clustering 
coefficient but a lot of relations, then the semantic 
meaning of relation can be assigned to this, i.e. that his 
relationships are rather for finding information rather 
than for developing social life.  
 
Table 4.  Parameters’ values for correlation function used for 

fitting distribution of the multi-layered degree centrality 

Measure A T CR 

MDC(1) 0.0004 -0.0004 0.348 
MDC(2) 0.0004 -0.001 0.942 
MDC(3) 6E-05 -0.001 0.965 

 
Finally, all three versions of multi-layered degree 

centrality were calculated. First, the distributions of all 
multi-layered degree centralities were analysed. As a 
result of the fitting process, we obtained the function 
that approximates the experimental data in the best way. 
This is an exponential decay function described by the 
following formula, see also Figure 3:  

MDC
(i)(x) = A・ex/t

. (25) 
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Fig. 3.  Values of MDCs (a thick line) and the fitting functions (a thin line) for particular users (X axis) 
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For each MDC version, the values of A, t, n0 and 
correlation rate are in Table 4. The correlation rate is 
high for MDC

(2) and MDC
(3) what means that 

exponential decay function approximates the 
distribution of MDC values with a very high accuracy; 
the highest possible is 1. Low CR for MDC

(1) is mainly 
caused by big differences for the smallest and the 
highest values of MDC

(1).  
In Figure 4 and Table 5, the histogram and 

percentage distribution of all three MDCs values was 
presented which confirm earlier observations on MDCs 
distribution.  

7.2. Dynamic Analysis 

The next part of the experiments was focused on the 
dynamics of the multi-layered neighbourhood MN(x,α). 
The aim of this part was to investigate how active were 
users in specific periods of time and on which layers. 
The study was performed once again on data from 
extradom.pl. This time it was a bigger data set from 17 
months period (a shorter 7-month data was used in Sec. 
7.1 and 7.2). Within this period there were 23,429 active 
system users were identified, i.e. those who performed 

 

 

Fig. 4.  Histogram and accumulative percentage distribution of MDC(1), MDC(2), MDC(3) 

Table 5 Histogram and accumulative percentage distribution of MDC(1), MDC(2), MDC(3) for given ranges 

Ranges 
Frequency 

MDC(1) 

Total value % 

MDC(1) 

Frequency 

MDC(2) 

Total value % 

MDC(2) 

Frequency 

MDC(3) 

Total value % 

MDC(3) 

0.00000 0 0.00% 0 0.00% 0 0.00% 
0.00002 40 0.91% 1379 31.31% 3451 78.36% 
0.00004 1 0.93% 870 51.07% 489 89.46% 
0.00006 0 0.93% 408 60.33% 209 94.21% 
0.00008 101 3.22% 266 66.37% 151 97.64% 
0.00010 378 11.81% 233 71.66% 36 98.46% 
0.00012 1200 39.06% 204 76.29% 30 99.14% 
0.00014 692 54.77% 131 79.27% 6 99.27% 
0.00016 266 60.81% 93 81.38% 8 99.46% 
0.00018 275 67.05% 108 83.83% 2 99.50% 
0.00020 428 76.77% 75 85.54% 11 99.75% 
0.00022 288 83.31% 55 86.78% 11 100.00% 
0.00024 172 87.22% 68 88.33% 0 100.00% 
0.00026 122 89.99% 43 89.31% 0 100.00% 
0.00028 89 92.01% 44 90.30% 0 100.00% 
0.00030 59 93.35% 35 91.10% 0 100.00% 
1.00000 293 100.00% 392 100.00% 0 100.00% 
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at least one activity at the forum existing within the 
portal.  

First, the data was split into 5 non-overlapping time 
windows (W1, W2, W3, W4, W5), each covered 90 
days. Five different MSNs were created using the multi-
layered social network creation process described in 
Ref. 33 and briefly explained in Sec. 7.1, one MSN for 
each time window.  

Due to the limitations in computational power only 
five layers were taken into consideration while 
calculating neighbourhoods in each window. These 
layers are: Forum:Topic subscribing - Forum:Topic 
subscribing, Forum:Topic subscribing - Forum:Post 
posting, Forum:Post posting - Forum:Post posting, 
Forum:Topic subscribing - Forum:Post commenting, 
Forum:Post posting - Forum:Post commenting.  
For each window the calculations were made separately 
for α=1,…,5. 
 

Table 6 Number of active people for each α value and for 
different windows and windows combination 

Layer name α=1 α=2 α=3 α=4 α=5 

Number of people who were not active at all 
Number of no active 

users 0 5019 5019 15016 19249 

Number of people active in all windows for a given α 

W12345 306 194 194 6 1 

Number of people active in four windows for a given α 

W1234 26 18 18 0 0 
W1235 48 30 30 0 0 
W1245 98 70 70 0 0 
W1345 65 60 60 0 0 
W2345 448 277 277 1 1 

Number of people active in three windows for a given α 

W123 120 84 84 12 3 
W124 29 21 21 4 1 
W125 71 56 56 4 1 
W134 18 13 13 0 0 
W135 0 11 11 0 0 
W145 58 64 64 4 1 

W234 158 109 109 12 3 
W235 205 147 147 16 4 
W245 278 217 217 6 1 
W345 722 451 451 25 7 

Number of people active in two windows for a given α 

W12 459 351 351 99 33 
W13 106 95 95 36 12 
W14 69 61 61 24 8 
W15 55 73 73 23 7 
W23 680 506 506 114 40 
W24 180 153 153 51 17 
W25 203 209 209 36 12 
W34 726 533 533 120 42 
W35 549 455 455 104 36 
W45 1374 893 893 140 48 

Number of people active in one window for a given α 

W1 1420 1227 1227 750 376 
W2 3009 2555 2555 1537 788 
W3 3999 3308 3308 1906 979 
W4 3242 2660 2660 1546 807 
W5 4708 3509 3509 1837 952 

 

Figure 5 shows that the largest number of active 
users is when the parameter α equals 1. Most users are 
active only within a single window. If users are active in 
two or more time windows then in most cases these 
windows follow one another. From the semantic 
analysis point of view, it can be an indicator that the 
analysed portal is a kind of problem solving engine 
rather than a social networking site. People tend to ask 
for help and once they get it, they stop posting on the 
forum. Because extradom.pl is a system for peoples who 
build their houses or decorating their apartments it 
seems to be a valid conclusion that people use the forum 
only when they need help and stop using it when they 
receive the answers for their questions or finish their 
houses.  
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Figure 6 Number of users who are not active at all in relation 

to α value 

 
Figure 7 Number of users who are active during the whole 

analysed time period (W12345) depending on α value 

 
Figure 8 Number of users who are active within four windows 

out of five depending on α value 

In Figure 8 it can be noticed that, when four time 
windows are taken into consideration, then the largest 
number of people active within four out of five 
windows is when W2, W3, W4, and W5 are analysed 
together. As the data from the investigated system came 
from the period when the system came into existence 
(from day one), this can mean that as the system has 
evolved more and more people have started using it.  

Figure 8, Figure 9 and Figure 10 confirm the 
conclusion that if people are active within more than 
one time window then these windows follow one after 
another. Moreover, there are more active people in the 
later windows and their combinations (W3, W4, W5) 
than during the first 6 months (W1, W2) of availability 
of the system.  
 

 

Figure 5 Number of users active in different windows depending on α value 
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Figure 9 Number of users who are active within three 

windows out of five in relation to various α values 

 
Figure 10 Number of users who are active within two 

windows out of five depending on α value 

 
Figure 11 Number of users who are active within one window 

out of five depending on α value 

Another interesting pattern can be noticed when the 
activity is analysed based on one time window (Figure 
11). In all cases in W4 window the number of active 
people is smaller than in W3 and W5. This shows the 
seasonality in the works connected with repairs and 
renovations of the houses as W4 covers months: 
October, November and December.  

8. Conclusions 

The paper addresses the problem of neighbourhood 
analysis in multi-layered social networks, in which 
members can be connected with each other on many 
different layers. The definition of multi-layered social 

network and five definitions of multi-layered 
neighbourhoods (MN) have been proposed. The 
neighbourhoods consist of users whose activities result 
in relations on at least a given number of layers. Based 
on MN definition, the cross-layer clustering coefficient 
CLCC and cross-layer degree centrality CDC have been 
defined. The former measures the density of 
connections between neighbours of a given user, while 
CDC determines how strong they are connected to this 
use. Additionally, three different multi-layered degree 
centralities MDC were proposed. MDCs just like CDC 

describe how strong a given user x is connected with x’s 
neighbours but instead of using multi-layered 
neighbourhoods MDCs, it utilizes local neighbourhood 
on each layer.  

The experiments on real web portal revealed that 
the average size of MN generally decreases with the 
increasing number of layers and this triggers the same 
behaviour for CLCC and CDC. It shows that although 
people are exposed to many different types of 
relationships, they tend to narrow their activities into 
just one or two types. Analysis of the multi-layered 
neighbourhood dynamics disclosed that users tend to be 
active in only one or two consecutive time windows. 
Moreover, there are very few people (1.3%), who are 
active within the whole analysed time period. 

Furthermore, we have shown that it is possible to 
assign semantic meaning to the structural analysis of the 
network. Both static and dynamic results of the analysis 
can be interpreted in terms of semantic information that 
they carry. Of course, this interpretation heavily 
depends on the context of the analysis so the more 
additional information one possesses about the network 
and its components, the better. Such additional 
information can be, e.g. profiles of the network 
members or the usage data gathered e.g. using surveys36. 
This study has also revealed that in order to discover 
semantics of the network and interactions between 
people, one does not necessary has to perform 
complicated and resource consuming natural language 
processing tasks.  

The MSN allows analysing not only strength of the 
relations between people but also their nature. This 
concept can be applied in telecommunication companies 
whose customers’ behaviour is investigated by 
analysing different ways of communication, e.g. direct 
calls, text messages, video conferences, etc. Nowadays, 
the Customer Relationship Management is highly 
influenced by social networks37, so this domain can also 
benefit from using SNA. The MSN can also support 
other cooperative actions of users like collaborative 
Information Retrieval or metadata management, trust 
management between its members, targeted marketing, 
recommender systems or collaboration in e-learning 
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systems38. An interesting and powerful method that can 
be utilized in these domains is collective classification, 
in which labels (classes) are assigned to the network 
nodes using as an input complex structural network 
measures like ones proposed in Ref. 39. 
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