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Abstract

Near infrared spectroscopy (NIRS) has been used as a low cost, noninvasive method to measure brain
activity. In this paper, we measure the effects of variables and controls in a source code on brain activity
during program comprehension. The measurement results are evaluated after noise reduction and normal-
ization to statistical analysis. As the result of the experiment, significant differences in brain activity were
observed at a task that requires memorizing variables to understand a code snippet. On the other hand,
no significant difference was observed between different levels of mental arithmetic tasks. We conclude
that the frontal pole reflects workload to short-term memory caused by variables without affected from
calculation.

Keywords:Program comprehension, Brain activity measurement, NIRS, Frontal pole

1. Introduction

Near infrared spectroscopy (NIRS) has been used
in various research fields as a low cost, nonin-
vasive method to measure brain activity. Us-
ing the differential of light absorptivity between
oxy-hemoglobin (Oxy-Hb) and deoxy-hemoglobin
(deOxy-Hb), NIRS measures cerebral blood flow to
estimate a regional brain activity1.

In the domain of program comprehension, Sieg-
munt et al. insisted on the need to identify
the brain areas that are activated during program
comprehension2,3. To quantify an action on program
comprehension, Nakagawa et al. measured cerebral

blood flow of participants who simulate source code
psychologically using NIRS4,5. NIRS is an suitable
method especially for a program comprehension re-
search in various devices to measure brain activity,
because of high temporal resolution and low restric-
tion on participant. Program comprehension con-
sists of many factors such as number calculation,
variable memorizing, and understanding of condi-
tional branches. However, effects of each factors in
program comprehension to brain activity is still un-
clear. To understand how programmers comprehend
program source code, identifying the effect of each
factor is required. We think brain activity measure-
ment in program comprehension proceeds a quanti-
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tative analysis of program comprehension processes
based on Neuroscience and Neuropsychology.

In this paper, we investigate the effects of each
factors in source code from programmer’s brain ac-
tivity. We focus on two factors in the experiment;
variables and conditional branches. Variables and
conditional branches are primary elements in source
code, and essential factors in program comprehen-
sion. We measure participant’s brain activity during
tasks that have them read code snippets, and com-
pare measurements statistically.

2. Related Work

2.1. Brain Measurement with NIRS

NIRS is a low cost and noninvasive method to mea-
sure brain activity. In various research fields, the
device has been used to measure brain activities re-
lated to language, auditory, and motor functions6.
NIRS is light weight and tolerant towards electrical
noises, hence, the device is applied to BMI (Brain
Machine Interface) domain as a method to measure
brain activity7.

NIRS has higher temporal resolution and lower
restriction on participant in comparison with other
methods such as PET, fMRI, EEG, and MEG8. On
the other hand, spatial resolution of NIRS is coarse
and the measurement depth is limited to a surface of
the brain. Also the most of NIRS devices measure
brain activity as a relative value based from an initial
value. Therefore comparison of measurements un-
der different conditions is difficult. Additionally, the
method is sensitive to physiological noises including
body motion, heartbeat, and respiration9. Therefore,
proper noise reduction is crucial to analyze experi-
ment results.

To cope with such problems, several meth-
ods have been proposed. Mitsuya et al. fo-
cused on time series of measurements obtained from
NIRS, and proposed a method to eliminate bio-
logical noises using trend analysis and moving av-
erage method10. Tsunashima et al. proposed a
noise reduction/normalization method using discrete
wavelet transform and Z-score transformation to
statistical processing11. In this study, we use the

Tsunashima’s method for noise reduction and sta-
tistical analysis.

2.2. Brain Measurement in Program
Comprehension

Siegmunt et al. stated the need to identify the brain
areas that are activated during program comprehen-
sion, and proposed an experimental design to mea-
sure program comprehension based on fMRI2,3. An
introduction of brain activity measurement into pro-
gram comprehension research allows us to observe
directly what is happening inside the brain during
program comprehension. The result of the measure-
ment are essential evidence to understand the differ-
ence between good programmer and bad program-
mer, and to get valuable suggestion to develop pro-
grammer support systems.

Only a few studies report the measure-
ment results of brain activity during program
comprehension3,5. Nakagawa et al. measured
brain activity during program comprehension us-
ing NIRS4,5. To quantify program comprehension
process, they measured participant’s cerebral blood
flow during simulating a source code. The result
of the experiment showed that brain activity dif-
fered according to the task difficulty, and the largest
positive blood flow was observed at from initial to
middle phase of the task.

Program comprehension consists of many fac-
tors such as number calculation, variables memo-
rizing, and understanding of conditional branches.
Their code simulation task consist of several fac-
tors that affect differently to the brain activity. To
understand the relationship between brain activity
and program comprehension, measuring the effect
of each factors on brain activity is inevitable. In this
study, we measure the effects of variable memoriz-
ing and conditional branches through an experiment.

3. Measurement with NIRS

3.1. NIRS

Increasing of neural activity is accompanied by
blood flow increasing. In order to estimate brain
activity, NIRS measures blood flow change in the
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brain that follows neural activity. Compare with the
other methods, NIRS has some advantages such as
high temporal resolution and low restriction of par-
ticipants. The high temporal resolution allows us to
analyze brain activity in detail, and the low restric-
tion enables measurement on more practical condi-
tions of programming.

An increase in blood flow causes hemoglobin
density changes in the same region. Specifically,
Oxy-Hb increase and deOxy-Hb decrease are ob-
served in a region where neural activity increases12.
Oxy-Hb and deOxy-Hb have different absorptivity
to near infra-red light. NIRS measures blood flow
changes related to neuronal activity by observe the
difference of near infra-red light6. In general, Oxy-
Hb is considered as the best index of brain measure-
ment experiment with NIRS.

However most of NIRS devices that are now
broadly used cannot measure optical path length that
is essential for identifying blood flow changes as ab-
solute value. Consequently, measurements become
relative value derived from the value that is mea-
sured at start-up. It means that comparison between
individuals or regions in the brain is inappropriate.
Also NIRS is sensitive to physiological noises such
as body motion, heartbeat, and respiration9. There-
fore, proper noise reduction and normalization are
crucial to analyze an experiment result.

3.2. Wavelet-based Multi Resolution Analysis

Fig. 1 shows an example of the measurements in
our experiment. The horizontal axis represents task
time, and the vertical axis represents Oxy-Hb value;
higher value means higher regional brain activity.
The figure shows that the wave contains many noises
derived from heartbeats and/or respirations. In this
study, we use the wavelet-based noise reduction pro-
posed by Tsunashima et al11.

Time [sec]

O
xy

-H
b

Fig. 1. Original signal from NIRS.

Discrete wavelet transform (DWT) is a method
that decomposes signals into an approximated com-
ponent and detailed components. Fig. 2 shows the
decomposing result of the wave shown in Fig. 1.
In the figure,d1-d15 mean the decomposed com-
ponents of the original wave and each has differ-
ent frequency. The components that higher than
1Hz (fromd1 tod7) are considered as measurement
noises caused by body motion.
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Fig. 2. Decomposed waves.
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Also the 0.015-0.50Hz components (d8 and d9)
and the 0.005-0.15Hz components (d10 andd11)
are noises caused by respiration or blood pressure
change. In contrast, low frequency components
(d12, d13, andd14) are considered as signals de-
rived from brain activity that we focused on. A
noise-reduced wave is reconstructed by removing
the above-mentioned noise components and com-
bine the residual components. Procedure of the
noise reduction method that we use in this paper is
described as follows11. First, decompose an wave
into multiple components that each has different fre-
quency. Then, the components decided as a noise
are removed, and finally noise-reduced wave is re-
constructed from the residual components.

3.3. Z-score

Signals corrected from NIRS are quantity of relative
changes using the start-up value as reference: hence
comparison of the signals between subjects is inad-
equate. In this paper, we normalize signals into Z-
scores to compare the signals between subjects and
to adopt statistical analysis11. The method converts
the NIRS signals reconstructed by the procedure de-
scribed in section 3.2. The method converts signals
into Z-scores using the following expression. Here,
X is recorded signal during one task,µ andσ are a
mean value and a standard deviation respectively.

Z =
X−µ

σ
(1)

4. Experiment

We prepared two type of tasks, and measured par-
ticipant’s brain activity during the tasks using NIRS.
Eleven male undergraduate students participated in
our experiment. All were right-handed and have fin-
ished their first programming lecture before the ex-
periment.

4.1. Task

Two types of tasks were prepared in this experiment.
In Program task, participants read a code snippet
to calculate the value of variables. InArithmetic

task, participants answer a mental arithmetic ques-
tion. Both tasks consist from three problem ses-
sions and four rest sessions. At before each prob-
lem session, a rest session that is used as a base-
line of the subsequent problem session is performed.
Both problem and rest session continue 32 seconds.
During the rest session, subjects are asked to gaze
a cross marker displayed on a center of a computer
screen.

4.1.1. Program Task

Subjects are asked to think a consecutive code snip-
pet displayed on a screen silently, and not to answer
by voice or keyboard input. Three types of question
are used. All types of questions require to calculate
three variables (a, b, and c) in their mind. Fig. 3
shows an example ofProgramtask. Details of each
questions are as follows:

a =  3 + 4 + 5 
b =  7 + 4 + 2
c =  8 + 6 + 5 

a =  3 + 4 + 5 
b =  9 + a + 5 
c =  a + 4 + b 

a =  6 + 1 + 7 
if ( a  >  10 ) 
b =  a + 4 + 5 

else
b =  3 + 4 + a 

c =  a + 5 + b

(a) Numeric (b) Variable (c) Control

Fig. 3. Example ofProgramtask.

• Numeric
Each question consists of three lines of code. Each
line calculates a value of variable from three inte-
gers.

• Variable
Each question consists of three lines of code. Each
line calculates a value of variable from integers
and other variables. This question requires to
memorize the value of the variables.

• Control
Each question consists of six lines of code include
the if – else statement. Subjects read four lines
from the code snippet according to the condition.
This question requires memorizing the value of
the variables and judge the if – else branch.

A number of questions in each session is ad-
justed according to workload of each question. In
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the experiment, we assign four questions atNumeric
session (8 seconds per question), three questions at
Variable session (10.67 seconds per question), and
two questions atControl session (16 seconds per
question) respectively.

While Numeric consists of only numbers,
Variableconsists of numbers and variables. We ex-
pect that an effect of a variable on the brain activity
is observed betweenNumericandvariable. Simi-
larly, Control consists of same factors ofVariable
and a conditional branch (if – else branch). We
therefore expect that an effect of a conditional
branch is observed betweenVariableandControl.

4.1.2. Arithmetic Task

Subjects are asked to think a consecutive of mental
arithmetic question displayed on a screen silently,
not to answer by voice or keyboard input. Three
types of question are used.. This task is the same
task of Tsunashima’s experiment11. We employed
the task to validate the our experimental setting.

Three difficulty levels of question are used in the
task. All types of questions require to calculate an
answer of an equation. Fig. 4 shows an example of
Arithmetictask. Details of each questions are as fol-
lows:

3 + 5

(a) Low (b) Middle (c) High

6 + 5 + 9 234 / (0.61-0.35)

Fig. 4. Example ofArithmetictask.

• Low
Addition of two one-digit numbers.

• Middle
Addition of three one-digit numbers.

• High
Subtraction and division of two decimals and one
three-digit number.

A number of questions in each session is adjusted
according to workload of each question. In the ex-
periment, we assign 16 questions atLow session (2
seconds per question), 10 questions atMiddle (3.2
seconds per question), and two questions atHigh
(16 seconds per question) respectively.

4.2. Settings

One-ch NIRS device NeXus10 (TMS international
BV) is employed in the experiment to record a brain
activity. Fig. 5 and Fig. 6 show the appearance of
the device and measurement state. The experiment
is performed in a silent room which one subject and
two observers are in. In order to restrain artifacts
caused by subject’s body motion, he sit on a chair
which has armrests and a headrest, and are asked to
be on steady condition.

We set the device on the forehead of subject,
then measure his brain activity at 128Hz sampling
frequency. The measured region is the front of the
frontal lobe, i.e. “frontal pole”. Frontal pole is con-
sidered as the region related to short-term memory
and higher-order function such as action planning. It
is expected that the region activates inProgramtask
by memorize the value of variables and by judging
the if – else conditions.

The experiment follows the procedure below.

1. Explain the experiment

2. Set a device to the participant

3. PerformProgramtask and recode brain activ-
ity

4. Three minutes break

5. PerformArithmetictask and recode brain ac-
tivity

6. Remove the device
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Fig. 5. Measurement device NeXus10.

Fig. 6. Measurement state.

4.3. Evaluation

The NIRS device measures the changes in Oxy-Hb,
deOxy-Hb, and Total-Hb that means the sum of the
changes in Oxy-Hb and deOxy-Hb. We use the Oxy-
Hb as the evaluation metric for brain activity be-
cause the value has a better reflectivity to blood flow
changes than the other metrics12.

First, the original Oxy-Hb signal is decomposed
into several components that each has different fre-
quency. A cerebral blood flow reflects a neural activ-
ity slowly at a second-order. Therefore the compo-
nents that have a frequency higher than 1Hz are con-
sidered as measurement noises caused by subject’s
body motion and/or others. Also the 0.15-0.50Hz
components are noises caused by respiration, and
the 0.05-0.15Hz components are noises caused by
blood pressure change9. The components regarded
as noises are eliminated, and then the residual com-
ponents (d12, d13, andd14 in Fig. 2) are recon-
structed as a task-related signal. Then, converts the
noise-reduced signal into Z-score to enable compar-
ison between subjects and for statistical analysis. Fi-
nally, calculates brain activity that changes by each

session of the task. The brain activity that origi-
nated from each problem session is calculated from
the difference between the problem session and the
former rest session. Letf0 is a Oxy-Hb value of a
session start andfn is a value of a session end, the
brain activity during the problem sessionF is de-
noted as following equation.

F = { f0, f1, f2, · · · , fn−1, fn}

Also, the brain activity during the rest session
which before theF is denoted as following equation.

R= {r0, r1, r2, · · · , rn−1, rn}

The brain activity that originated from each
problem sessionactivity is formulated as follow:

rest =
1
n

n

∑
i=0

r i

activity =
n

∑
i=0

( fi − rest) · τ

Here,rest means the average value of the former
rest session, andτ denotes the inverse of sampling
frequency.

5. Result

5.1. ProgramTask

Fig. 7 shows the average brain activity of all subjects
in Program task. The horizontal axis represents a
task time, the vertical axis represents Oxy-Hb value
converted into Z-score. Each character on the top
shows the session type at each period. The figure de-
scribes that the brain activity increased at the prob-
lem sessions and decreased at the rest sessions. Also
the figure shows that the brain activity was much in-
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creased atVariablethan the other problem sessions.

Time [sec]
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Fig. 7. Brain activity inProgramtask.

Fig. 8 shows the brain activity of all subjects
in each problem session atProgram task. The
vertical axis shows the averageactivity; higher
the value means higher brain activity. The fig-
ure shows the brain activity atVariable session is
higher than the other sessions. The result of the
Ryan’s method describes significant differences be-
tweenNumeric– Variable (p=0.01) andVariable
– Control (p=0.003). In theVariable session, sub-
jects were required to memorize the value of vari-
ables. The result suggests a workload to short-term
memory that is caused from to memorize the vari-
ables increases the brain activity. The result indi-
cates that frontal lobe relates to understand variables
in a source code.

p=0.003

Numeric Variable Control

p=0.01

p=0.68

Numeric

100

50

0

-50

ac
tiv

ity

Fig. 8. Brain activity of each question inProgramtask.

In contrast withVariable, Control shows no dif-

ferences betweenNumeric session. The possible
causes of the result are follows:

• processing the condition of if – else statement
causes few brain activity of frontal lobe.

• the fewer number of problems onControl ses-
sion (two problems per session) compared with
Variablesession (three problems per session) re-
duces the workload.

We assigned the least number of the questions in
Control session, because each question ofControl
session has the largest code snippet. However the
number of lines which subjects actually read during
theControl question (four lines) is similar to other
questions (three lines inArithmeticandVariable),
hence no difference were observed in the experi-
ment. Clarifying the effect of if – else and other
conditional branch to the brain activity is our future
work.

5.2. Arithmetic Task

Fig. 9 shows the average brain activity of all subjects
in Arithmetictask. The figure shows a large increase
in brain activity at the firstMiddle session. In con-
trast, the second session ofLow andHigh increased
largely, and the brain activity in the secondMiddle
session was decreased.
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Fig. 9. Brain activity inArithmetictask.

Fig. 10 shows the brain activity of all subjects in
each problem session atArithmetictask. There were
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no significant differences between sessions.

Low Middle High

p=0.86p=0.77

p=0.91
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Fig. 10. Brain activity of each question inArithmetictask.

Tsunashima et al. showed that there were signif-
icant differences betweenLow – High, andMiddle
– High of the Arithmetic task 11. However in our
experiment there was no significant difference be-
tween the difficulties. In our experiment, we se-
lect the front of the frontal lobe (frontal pole) as a
measurement region, and Tsunashima et al. mea-
sured the dorsolateral left prefrontal cortex. Frontal
pole is considered as the region related to short-term
memory and high level cognitive activity such as ac-
tion planning. The measurements on the frontal pole
showed no significant difference between the men-
tal calculation difficulties11. These results indicate
that the frontal pole is not activated by calculation
in contrast toProgramtask, and that activated brain
regions differ by type of tasks; therefore, selection
of target region is important at measurement of pro-
gram comprehension study.

6. Discussion

6.1. Brain Activity in Program Comprehension

The result of theProgram task describes brain ac-
tivity on Variable was higher thanNumeric and
Control. In theProgram task, both variable mem-
orizing and calculation are the possible cause of the
brain activity. However, the result of theArithmetic

task shows that workload from calculation does not
affect to frontal pole. Hence, the whole result
shows that frontal pole reflects workload to short-
term memory caused by variables without affected
from calculation. Most of program include simple
calculation such as increment of index value. Mea-
surement of programmer’s frontal pole may allows
us to analyze the effect of memorization or judgment
in program comprehension.

6.2. Time Resolution of Brain Activity

The noises in the original signals were eliminated by
wavelet-based multi resolution analysis in our exper-
iment. Because of the wavelet transform characteris-
tic, low-frequency components have coarse time res-
olution. The time resolution of reconstructed wave
therefore becomes coarse. Hence, the noise reduc-
tion method reduces one of the NIRS advantages:
high sampling frequency. More fine grained time
resolution analysis with noise-reduction will enable
to analyze brain activity changes on program com-
prehension in detail.

In this experiment, we eliminated the compo-
nents regarded as noises (fromd1 tod11 andd15 in
Fig. 2) and reconstructed task-related wave from the
residual signals (d12,d13, andd14). Cerebral blood
flow reflects neural activity slowly at seconds-order.
Hence, the components that has frequencies higher
than 1Hz (fromd1 to d6) are considered as mea-
surement noises. Also the components of seconds-
order contains physiological noises from respiration
and/or blood pressure change. On the other hand,
these components also include the task related ef-
fects since cerebral blood flow reflects a neural ac-
tivity at seconds-order. In this experiment,d10 and
d11 components (cycle ranged from 8 seconds to
32 seconds) which correspond to the length of each
question will contain the effect of the task. Fig. 11
shows the reconstructed wave fromd10 tod14 com-
ponent. In this figure, brain activity inNumeric
session (four questions per session) moves up and
down more frequently compared withControl ses-
sion (two questions per session). The figure shows
that the wave reflects detailed changes of the brain
activity than the wave which excludes thed10 and
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d11 shown in Fig. 7.

Time [sec]

Z
-S

co
re

 (
O

xy
-H

b)

N: Numeric V: Variable C: Control

N V C N V C N V C

2.0

1.0

0

-2.0

-1.0

0 100 200 300 400 500 600

Fig.11. Reconstruct wave included10 andd11 component.

Fig. 12 describes theactivity value from the de-
tailed waves of all subjects inProgram task. The
figure shows that significant differences (p < 0.05)
appear betweenNumeric– VariableandVariable–
Control in the same as the Fig. 8. The result suggests
that the reconstructed wave from components which
contain both effects of a task and noises (i.e.d10 and
d11 in this paper) is a useful for fine-grained analy-
sis of the developer’s brain activity. To identify task-
related components among all decomposed compo-
nents and establish more efficient analysis method is
our future work.

p=0.005

Numeric Variable Control

p=0.009

p=0.79

100

50

0

-50

ac
tiv

ity

Fig. 12. Evaluation result of the detailed waves.

7. Conclusion

In this paper, we measured the brain activity on two
task types to investigate the effects of variables and

controls in a source code during program compre-
hension. We measured blood flow of frontal pole
during the tasks that have subjects read code snip-
pet or do mental arithmetic. Noise reduction using
wavelet-based multi resolution analysis and normal-
ization by Z-score conversion were used for statis-
tical comparison between the problem sessions in
each task.

As a result, significant differences in brain activ-
ity were observed betweenVariableand other prob-
lem sessions inProgram task. In contrast, no sig-
nificant difference was observed inArithmetictask;
that means workload that derives from calculation
has no effect on the frontal pole. The result suggests
that the frontal pole reflects workload to short-term
memory caused by variables without affected from
calculation. Therefore, measuring the frontal pole
activity is an useful method to quantify the workload
on short-term memory during the program compre-
hension task.

In this paper, the effect of the if – else statement
to brain activity was not observed. To clarify the
effect of conditional branch, additional experiments
that adjusts the number of the question atVariable
andControl session is required. As a future work,
we plan to brain activity analysis of other condi-
tional branch such as “for” and/or “while”. Also the
measurement employing large size source code such
as a function or whole program is an interesting set-
ting.
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